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**Abstract**: Inasmuch as science is observational or perceptual in nature, the goal of providing a scientificmodel and mechanism for the evolution of complex systems ultimately requires a supporting theory of reality of which perception itself is the model (or theory-to-universe mapping). Where *information* is the abstract currency of perception, such a theory must incorporate the theory of information while extending the information concept to incorporate reflexive self-processing in order to achieve an intrinsic (self-contained) description of reality. This extension is associated with a limiting formulation of model theory identifying mental and physical reality, resulting in a reflexively self-generating, self-modeling theory of reality identical to its universe on the syntactic level. By the nature of its derivation, this theory, the *Cognitive Theoretic* *Model of the Universe* or CTMU, can be regarded as a *supertautological* reality-theoretic extension of logic.Uniting the theory of reality with an advanced form of computational language theory, the CTMU describes reality as a *Self-Configuring Self-Processing Language* or SCSPL, a reflexive *intrinsic language* characterized not only by self-reference and recursive self-definition, but full self-configuration and self-execution (reflexive read-write functionality). SCSPL reality embodies a dual- aspect monism consisting of *infocognition*, self-transducing information residing in self-recognizing SCSPL elements called *syntactic operators* . The CTMU identifies itself with the structure of these operators and thus with the distributivesyntax of its self-modeling SCSPL universe, including the reflexive grammar by which the universe refines itself from *unbound telesis* or *UBT* , a primordial realm of infocognitive potential free of informational constraint. Under the guidance of a limiting (intrinsic) form of anthropic principle called the *Telic Principle*, SCSPL evolves by *telic recursion*, jointly configuring syntax and state while maximizing a generalized self-selection parameter and adjusting on the fly to freely-changing internal conditions. SCSPL relates *space,* *time* and *object* by means of *conspansive duality* and *conspansion*, an SCSPL-grammatical processfeaturing an alternation between dual phases of existence associated with design and actualization and related to the familiar wave-particle duality of quantum mechanics. By distributing the design phase of reality over the actualization phase, conspansive spacetime also provides a distributed mechanism for *Intelligent Design*, adjoining to the restrictive principle of natural selection a basic means of generatinginformation and complexity. Addressing physical evolution on not only the biological but cosmic level, the CTMU addresses the most evident deficiencies and paradoxes associated with conventional discrete and continuum models of reality, including temporal directionality and accelerating cosmic expansion, while preserving virtually all of the major benefits of current scientific and mathematical paradigms.

**Introduction**

Among the most exciting recent developments in science are *Complexity Theory*, the theory of self-organizing systems, and the modern incarnation of *Intelligent Design Theory*, which investigates the deep relationship between self-organization and evolutionary biology in a scientific context not preemptively closed to teleological causation. Bucking the traditional physical reductionism of the hard sciences, complexity theory has given rise to a new trend, *informational reductionism*, which holds that the basis of reality is not matter and energy, butinformation. Unfortunately, this new form of reductionism is as problematic as the old one. As mathematician David Berlinski writes regarding the material and informational aspects of DNA: “We quite know what DNA is: it is a macromolecule and so a material object. We quite know what it achieves: apparently everything. Are the two sides of this equation in balance?” More generally, Berlinski observes that since the information embodied in a string of DNA or protein cannot affect the material dynamic of reality without being read by a material transducer, information is meaningless without matter.1

The relationship between physical and informational reductionism is a telling one, for it directly mirrors Cartesian *mind-matter dualism*, the source of several centuries of philosophical and scientific controversy regarding the nature of deep reality.2 As long as matter and information remain separate, with specialists treating one as primary while tacitly relegating the other to secondary status, dualism remains in effect. To this extent, history is merely repeating itself; where mind and matter once vied with each other for primary status, concrete matter now vies with abstract information *abstractly representing* matter and its extended relationships. But while the formal abstractness and concrete descriptiveness of information seem to make it a worthy compromise between mind and matter, Berlinski’s comment demonstrates its inadequacy as a conceptual substitute. What is now required is thus what has been required all along: a conceptual framework in which the relationship between mind and matter, cognition and information, is made explicit. This framework must not only permit the completion of the gradual ongoing dissolution of the Cartesian mind-matter divider, but the construction of a footworthy logical bridge across the resulting explanatory gap.

Mathematically, the theoretical framework of Intelligent Design consists of certain definitive principles governing the application of complexity and probability to the analysis of two key attributes of evolutionary phenomena, *irreducible complexity3* and *specified complexity.*4 On one hand, because the mathematics of probability must be causally interpreted to be scientifically meaningful, and because probabilities are therefore expressly relativized to specific causal scenarios, it is difficult to assign definite probabilities to evolutionary states in any model not supporting the detailed reconstruction and analysis of specific causal pathways. On the other hand, positing the “absolute improbability” of an evolutionary state ultimately entails the specification of an absolute (intrinsic global) model with respect to which absolute probabilistic deviations can be determined. A little reflection suffices to inform us of some of its properties: it must be rationally derivable from *a priori* principles and essentially tautological in nature, it must on some level identify matter and information, and it must eliminate the explanatory gap between the mental and physical aspects of reality. Furthermore, in keeping with the name of that to be modeled, it must meaningfully incorporate the *intelligence* and *design* concepts, describing the universe as an intelligently self-designed, self-organizing system.

How is this to be done? In a word, with *language*. This does not mean merely that language should be used as a tool to analyze reality, for this has already been done countless times with varying degrees of success. Nor does it mean that reality should be regarded as a machine language running in some kind of vast computer. It means using language as a *mathematical* *paradigm unto itself*. Of all mathematical structures, language is the most general, powerful andnecessary. Not only is every formal or working theory of science and mathematics by definition a language, but science and mathematics in whole and in sum are languages. Everything that can be described or conceived, including every structure or process or law, is isomorphic to a description or definition and therefore qualifies as a language, and every sentient creature constantly affirms the linguistic structure of nature by exploiting syntactic isomorphism to perceive, conceptualize and refer to it. Even cognition and perception are languages based on what Kant might have called “phenomenal syntax”. With logic and mathematics counted among its most fundamental syntactic ingredients, language defines the very structure of information. This is more than an empirical truth; it is a rational and scientific necessity.

Of particular interest to natural scientists is the fact that the laws of nature are a language. To some extent, nature is regular; the basic patterns or general aspects of structure in terms of which it is apprehended, whether or not they have been categorically identified, are its “laws”. The existence of these laws is given by the stability of perception. Because these repetitive patterns or universal laws simultaneously describe multiple instances or states of nature, they can be regarded as distributed “instructions” from which self-instantiations of nature cannot deviate; thus, they form a “control language” through which nature regulates its self-instantiations. This control language is not of the usual kind, for it is somehow built into the very fabric of reality and seems to override the known limitations of formal systems. Moreover, it is profoundly reflexive and self-contained with respect to configuration, execution and read-write operations. Only the few and the daring have been willing to consider how this might work…to ask where in reality the laws might reside, how they might be expressed and implemented, why and how they came to be, and how their consistency and universality are maintained. Although these questions are clearly of great scientific interest, science alone is logically inadequate to answer them; a new explanatory framework is required. This paper describes what the author considers to be the most promising framework in the simplest and most direct terms possible.

On a note of forbearance, there has always been comfort in the belief that the standard hybrid empirical- mathematical methods of physics and cosmology will ultimately suffice to reveal the true heart of nature. However, there have been numerous signals that it may be time to try a new approach. With true believers undaunted by the (mathematically factual) explanatory limitations of the old methods, we must of course empathize; it is hard to question one’s prior investments when one has already invested all the faith that one has. But science and philosophy do not progress by regarding their past investments as ends in themselves; the object is always to preserve that which is valuable in the old methods while adjoining new methods that refine their meaning and extend their horizons. The new approach that we will be exploring in this paper, which might be colorfully rendered as “reality theory is wedded to language theory and they beget a synthesis”, has the advantage that it leaves the current picture of reality virtually intact. It merely creates a logical mirror image of the current picture (its *conspansive dual*), merges the symmetric halves of the resulting picture, and attempts to extract meaningful implications. Science as we now know it is thereby changed but little in return for what may, if fate smiles upon us, turn out to be vast gains in depth, significance and explanatory power.

And on that note, I thank you for your kind attention and wish you a fruitful journey.

**On Theories, Models and False Dichotomies**

It has almost become embarrassing to point out that science is in a state of crisis…not because it is untrue, but because it has become a cliché too often accompanied by little or no remedial insight. For all of the magnificent achievements of science, its grander ambitions long ago succeeded in taxing its traditional models and organizational principles beyond their explanatory limits. In the search for ever deeper and broader explanations, science has reached the point at which it can no longer deny the existence of intractable conceptual difficulties devolving to the explanatory inadequacies of its fundamental conceptual models of reality. This has spawned a new discipline known as *reality theory*, the study of the nature of reality in its broadest sense. The overall goal of reality theory is to provide new models and new paradigms in terms of which reality can be understood, and the consistency of science restored as it deepens and expands in scope.

Mainstream reality theory counts among its hotter foci the interpretation of quantum theory and its reconciliation with classical physics, the study of subjective consciousness and its relationship to objective material reality, the reconciliation of science and mathematics, complexity theory, cosmology, and related branches of science, mathematics, philosophy and theology. But in an integrated sense, it is currently in an exploratory mode, being occupied with the search for a general conceptual framework in which to develop a more specific theory and model of reality capable of resolving the paradoxes and conceptual inconsistencies plaguing its various fields of interest (where a *model* is technically defined as a valid interpretation of a theory in its universe of reference). Because of the universal scope of reality theory, it is subject to unique if seldom-recognized demands; for example, since it is by definition a universal theory of everything that is real, it must by definition contain its rules of real-world interpretation. That is, reality theory must contain its own model and effect its own self-interpretative mapping thereto, and it must conform to the implications of this requirement. This “self-modeling” capacity is a primary criterion of the required framework.

The ranks of reality theorists include researchers from almost every scientific discipline. As the physical sciences have become more invested in a quantum mechanical view of reality, and as science in general has become more enamored of and dependent on computer simulation as an experimental tool, the traditional continuum model of classical physics has gradually lost ground to a new class of models to which the concepts of information and computation are essential. Called “discrete models”, they depict reality in terms of bits, quanta, quantum events, computational operations and other discrete, recursively-related units. Whereas continuum models are based on the notion of a *continuum*, a unified extensible whole with one or more distance parameters that can be infinitely subdivided in such a way that any two distinct points are separated by an infinite number of intermediate points, discrete models are distinguished by realistic acknowledgement of the fact that it is impossible to describe or define a change or separation in any way that does not involve a sudden finite jump in some parameter.

Unfortunately, the advantages of discrete models, which are receiving increasingly serious consideration from the scientific and philosophical communities, are outweighed by certain basic deficiencies. Not only do they exhibit scaling and nonlocality problems associated with their “display hardware”, but they are inadequate by themselves to generate the conceptual infrastructure required to explain the medium, device or array in which they evolve, or their initial states and state-transition programming. Moreover, they remain anchored in materialism, objectivism and Cartesian dualism, each of which has proven obstructive to the development of a comprehensive explanation of reality. Materialism arbitrarily excludes the possibility that reality has a meaningful nonmaterial aspect, objectivism arbitrarily excludes the possibility that reality has a meaningful subjective aspect, and although Cartesian dualism technically excludes neither, it arbitrarily denies that the mental and material, or subjective and objective, sides of reality share common substance.5

One might almost get the impression that the only two available choices are the classical model, to which quantum theory has been fastened with approximately the same degree of cogency as antlers on a jackrabbit, and the newer discrete models, which purport to be more in line with quantum theory but fall by the wayside en route to the new kind of quantum cosmology they portentously seem to promise. For such claims exhibit an unmistakable irony: classical reality is precisely that on which information and computation are defined! Like classical reality itself, a well-defined entity unable to account for its own genesis, information and computation are well - defined and non-self-generative aspects of reality as it is observationally presented to us at an advanced stage of its existence. So they invite the same questions as does classical reality: how, and by what, were they originally defined and generated? Without an answer to this question, little can be gained by replacing one kind of reality with the other.

Some may have felt, as they watched the history of Big Theories and New Paradigms unfold over the last few years, as though they were being forced to watch the same show, or read the same novel, a thousand times in tedious succession with no more than an occasional minor revision of plot or character. However, there is a third alternative which has thus far remained in the background. It provides exactly what is required in light of any thesis and antithesis: *synthesis*. This synthesis yields a new class of model(s)6 preserving the best features of both thesis and antithesis, continuum and quantum, uniting them through general and preferably self-evident principles. This paper presents this new class through a single example, the *Cognitive-Theoretic* *Model of the Universe* (CTMU).

**Determinacy, Indeterminacy and the Third Option**

Like the mathematics, science and philosophy whence they issue, classical continuum and modern discrete models of reality generally allow for exactly two modes of determinacy: external causality, and acausality or “randomness”. Given an object, event, set or process, it is usually assumed to have come about in one or both of just two ways: (1) its existence owes to something prior and external to it; (2) it is uncaused and sprang forth spontaneously and pointlessly in a something-from-nothing, rabbit-out-of-the-hat sort of way, as if by magic. A similar assumption is made with regard to its behavior: either it is controlled by laws that are invariant with respect to it and therefore existentially external to it (even though they control it through its intrinsic structure and properties), or it is behaving in an utterly aleatory and uncontrolled fashion. This has given rise to a dichotomy: *determinacy versus randomness*, or a total absence of causation versus causation by laws that are ultimately independent of the determined entity.

Determinacy and indeterminacy…at first glance, there seems to be no middle ground. Events are either causally connected or they are not, and if they are not, then the future would seem to be utterly independent of the past. Either we use causality to connect the dots and draw a coherent picture of time, or we settle for a random scattering of independent dots without spatial or temporal pattern and thus without meaning. At the risk of understatement, the philosophical effects of this assumed dichotomy have been corrosive in the extreme. No universe that exists or evolves strictly as a function of external determinacy, randomness or an alternation of the two can offer much in the way of meaning. Where freedom and volition are irrelevant, so is much of human experience and individuality.

But there is another possibility after all: *self- determinacy*. Self-determinacy is like a circuitous boundary separating the poles of the above dichotomy…a reflexive and therefore closed boundary, the formation of which involves neither preexisting laws nor external structure. Thus, it is the type of causal attribution suitable for a perfectly self-contained system. Self-determinacy is a deep but subtle concept, owing largely to the fact that unlike either determinacy or randomness, it is a source of bona fide meaning. Where a system determines its own composition, properties and evolution independently of external laws or structures, it can determine its *own* meaning, and ensure by its self-configuration that its inhabitants are crucially implicated therein.
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**Diagram 1**: **1**. **Indeterminacy 2**. **External determinacy 3a**. **Self-determinacy 3b**. **Intrinsic self-determinacy**

(The effectual aspect of the object or event has simply been moved inside the causal aspect, permitting the internalization of the blue arrow of determinacy and making causality *endomorphic*.)

If determinacy corresponds to an arrow of causation pointing to an event from a surrounding medium, then indeterminacy corresponds to no arrow at all (acausality), and self-determinacy to a looping arrow or complex of arrows involving some kind of feedback. But cybernetic feedback, which involves information passed among controllers and regulated entities through a conductive or transmissive medium, is meaningless where such entities do not already exist, and where no sensory or actuative protocol has yet been provided. With respect to the origin of any self-determinative, perfectly self-contained system, the feedback is ontological in nature and therefore more than cybernetic. Accordingly, ontological feedback bears description as “precybernetic” or “metacybernetic”. Indeed, because of their particularly close relationship, the theories of information, computation and cybernetics are all in line for a convergent extension… an extension that can, in a reality-theoretic context, lay much of the groundwork for a convergent extension of all that is covered by their respective formalisms.7

Ordinary feedback, describing the evolution of mechanical (and with somewhat less success, biological) systems, is cyclical or recursive. The system and its components repeatedly call on internal structures, routines and actuation mechanisms in order to acquire input, generate corresponding internal information, internally communicate and process this information, and evolve to appropriate states in light of input and programming. However, where the object is to describe the evolution of a system from a state in which there is no information or programming (information-processing syntax) at all, a new kind of feedback is required: *telic feedback*.
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**Diagram 2**: The upper diagram illustrates ordinary cybernetic feedback between two information transducersexchanging and acting on information reflecting their internal states. The structure and behavior of each transducer conforms to a *syntax*, or set of structural and functional rules which determine how it behaves on a given input. To the extent that each transducer is either deterministic or nondeterministic (within the bounds of syntactic constraint), the system is either deterministic or “random up to determinacy”; there is no provision for self-causation below the systemic level. The lower diagram, which applies to coherent self-designing systems, illustrates a situation in which syntax and state are instead determined in tandem according to a generalized utility function assigning differential but intrinsically-scaled values to various possible syntax-state relationships. A combination of these two scenarios is partially illustrated in the upper diagram by the gray shadows within each transducer.

The currency of telic feedback is a quantifiable self-selection parameter, *generalized utility*, a generalized property of law and state in the maximization of which they undergo mutual refinement (note that generalized utility is self-descriptive or *autologous*, intrinsically and retroactively defined within the system, and “pre-informational” in the sense that it assigns no specific property to any specific object). Through telic feedback, a system retroactively self-configures by reflexively applying a “generalized utility function” to its internal existential potential or possible futures. In effect, the system brings itself into existence as a means of atemporal communication between its past and future whereby law and state, syntax and informational content, generate and refine each other across time to maximize total systemic self-utility. This defines a situation in which the true temporal identity of the system is a distributed point of temporal equilibrium that is both *between* and *inclusive of* past and future. In this sense, the system is timeless or *atemporal*.

A system that evolves by means of telic recursion – and ultimately, every system must either be, or be embedded in, such a system as a condition of existence – is not merely computational, but *protocomputational*. That is, its primary level of processing configures its secondary(computational and informational) level of processing by telic recursion. Telic recursion can be regarded as the self-determinative mechanism of not only cosmogony, but a natural, scientific form of teleology.

However, before taking these ideas any further, let’s attend a little orientation session based on the remarkably penetrating vision of John Archibald Wheeler, a preeminent scientist and reality theorist whose name is virtually synonymous with modern physics.

**The Future of Reality Theory According to John Wheeler**

In 1979, the celebrated physicist John Wheeler, having coined the phrase “black hole”, put it to good philosophical use in the title of an exploratory paper, *Beyond the Black Hole,8* in which he describes the universe as a *self-excited circuit*. The paper includes an illustration in which one side of an uppercase U, ostensibly standing for *Universe*, is endowed with a large and rather intelligent-looking eye intently regarding the other side, which it ostensibly acquires through observation as sensory information. By dint of placement, the eye stands for the sensory or *cognitive* aspect of reality, perhaps even a human spectator within the universe, while the eye’sperceptual target represents the *informational* aspect of reality. By virtue of these complementary aspects, it seems that the universe can in some sense, but not necessarily that of common usage, be described as “conscious” and “introspective”…perhaps even “infocognitive”.
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**Diagram 3**: **The Universe as a self-excited circuit**. [***Click for animation***](http://www.megafoundation.org/images/U-eye.gif)[Diagramadapted from Wheeler, J. A.,“Beyond the Black Hole”, in *Some Strangeness in the Proportion: A Centennial Symposium to Celebrate the* *Achievments of Albert Einstein*, Woolf, H. (Ed.), Addison-Welsley,1980, p. 362.]

Wheeler, an eminent and highly capable representative of those familiar with the advantages and deficiencies of our current models of reality, did not arrive at the given illustration as an isolated speculation. In conjunction with several other Wheeler concepts, the *Participatory Universe*, *Law without Law* and *It from Bit*, the self-excited circuit amounts to a preliminary but well-consideredprogram for describing the physical universe. According to its mandate, the true description of reality must possess two novel features not found in any dominant paradigm: (1) *global structural* *and dynamical reflexivity* or “self-excited circuitry”, with perception an integral part of the self-recognition function of reality; (2) *matter-information equivalence*, an identification (up to isomorphism) of concrete physical reality with *information*, the abstract currency of perception. Together, these features constitute a cosmological extension of cybernetics, or equivalently, a metacybernetic extension of cosmology.

Wheeler characterizes these four concepts as follows:

**The Self-excited circuit**: A participatory universe is a self-excited circuit in the sense that itimplicates observers in (perceptual, ontological) feedback. It is a “logic loop” in which “physics gives rise to observer participancy; observer-participancy gives rise to information; and information gives rise to physics.”9

**The Participatory Universe**: The cognitive and perceptual processes of observers are integral tothe self-excitative feedback of reality. This is asserted by the *Participatory Principle* (or *Participatory Anthropic Principle*), which Wheeler informally describes as follows: “Stronger thanthe Anthropic Principle is what I might call the *Participatory Principle*. According to it, we could not even imagine a universe that did not somewhere and for some stretch of time contain observers, because the very building materials of the universe are these acts of observer-participancy. … This participatory principle takes for its foundation the absolutely central point of the quantum: no elementary phenomenon is a phenomenon until it is an *observed* (or registered) phenomenon” [emphasis added]. Note that on some level of generality, the last sentence identifies observation with registration and thus implicitly equates human and mechanical recognition: “…an observed (*or registered*) phenomenon” [emphasis again added].10

**Law Without Law / Order from Disorder**: Concisely, nothing can be taken as given when itcomes to cosmogony. In Professor Wheeler’s own words: “To me, the greatest discovery yet to come will be to find how this universe, coming into being from a Big Bang, developed its laws of operation. I call this ‘Law without Law’ *[Or ‘Order from Disorder’]*. (…) imagine the universe with all its regularities and its laws coming into being out of something utterly helter-skelter, higgledy-piggledy and random … If you were the Lord constructing the universe, how would you have gone about it? It's inspiring to read the life of Charles Darwin and think how the division of plant and animal kingdoms, all this myriad of order, came about through the miracles of evolution, natural selection and chance mutation. To me this is a marvelous indication that you can get order by starting with disorder.”11

**It From Bit** : Reality educes and/or produces itself in the form of information residing in quantumevents. As Wheeler summarizes in his paper *Information, Physics, Quantum: The Search for* *Links* , “…every physical quantity, every it, derives its ultimate significance from bits, binary yes-or-no indications…” He then goes on to discuss this concept at length, offering three questions, four “no’s” and five “clues” about the quantum-informational character of reality. The questions are as follows: (1) *How come existence?* (2) *How come the quantum?* (3) *How come the “one* *world” out of many observer-participants?* The *no’s*, seductive pitfalls to be avoided in answeringthe three questions, include *no tower of turtles*, *no laws*, *no continuum*, and *no space or time*. And the clues, which light the way toward the true answers, include *the boundary of a boundary is* *zero*; *No question? No answer!*; the *Super-Copernican Principle*; *“consciousness”* (including thequotes); and *more is different*.12

We will now give a brief account of these questions, precautions and clues.

**How come existence?** The ontological and cosmological thrust of this question is obvious; insome form, it has bedeviled philosophers from time immemorial. As interpreted by Wheeler, it leads to four inevitable conclusions. “(1) The world cannot be a giant machine, ruled by any pre- established continuum physical law. (2) There is no such thing at the microscopic level as space or time or spacetime continuum. (3) The familiar probability function or functional, and wave equation or functional wave equation, of standard quantum theory provide mere continuum idealizations and by reason of this circumstance conceal the information-theoretic source from which they derive. (4) No element in the description of physics shows itself as closer to primordial than the elementary quantum phenomenon, that is, the elementary device-intermediated act of posing a yes-or-no physical question and eliciting an answer or, in brief, the elementary act of observer participancy. Otherwise stated, every physical quantity, every it, derives its ultimate significance from bits, binary yes-or-no indications, a conclusion which we epitomize in the phrase *it from bit*.” 13

**How come the quantum?** Why is the universe made up of apparently*propter hoc*nondeterministic, but *post hoc* informational, quantum events? As Wheeler observes, “Quantum physics requires a new view of reality.”14 What, then, is the exact logical relationship between the quantum and the new view of reality it demands? What is this new view, and how does the quantum fit into it?

**How come the “one world” out of many observer-participants?** Insofar as the term“observer-participants” embraces scientists and other human beings, this question invites a quasi-anthropological interpretation. Why should a universe consisting of separate observers with sometimes-conflicting agendas and survival imperatives display structural and nomological unity? Where observers are capable of creating events within the global unitary manifold of their common universe, why should they not be doing it strictly for themselves, each in his or her *own* universe, and never the twain shall meet? Where the observer-participant concept is generalized to include non-anthropic information-transducing systems, what is holding all of these systems together in a single unified reality?

**No tower of turtles**: Borrowed from William James, this aphorism means “no infinite regress toever-prior causal domains and principles”. To this we might equate an updated version of a well-known aphorism credited to Harry Truman: “The explanatory buck stops here,” where *here* refers to this reality that we actually inhabit and observe. To this Wheeler adds a crucial insight: “To endlessness no alternative is evident but a loop, such as: physics gives rise to observer participancy; observer-participancy gives rise to information; and information gives rise to physics.”15 Only such an ontological loop is capable of forming a lariat wide and strong enough for the theoretical lassoing of reality; the task at hand is therefore to locate a way to make it and a medium in which to wield it.

**No laws**: As Wheeler states, “The universe must have come into being…without even apreexisting plan…only a principle of organization which is no organization at all would seem to offer itself.” 16 Or to reiterate: “The world cannot be a giant machine, ruled by any pre-established continuum physical law.”

**No continuum**: The venerable continuum of analysis and mechanics is a mathematical andphysical chimera. (Usually associated with the set of real numbers, a *continuum* is a unified extensible whole with a distance parameter that can be infinitely subdivided in such a way that any two distinct points are separated by an infinite number of intermediate points.) As Wheeler puts it: “A half-century of development in the sphere of mathematical logic has made it clear that there is no evidence supporting the belief in the existential character of the number continuum.”17 Some numbers, e.g. irrational ones like √2, cannot be precisely computed and therefore do not correspond to any physically meaningful location on a number line or physical trajectory; they have an abstract existence only.

**No space or time**: Again, there is “no such thing at the microscopic level as space or time orspacetime continuum.” On the submicroscopic level, the Heisenberg Uncertainty Principle turns spacetime into seemingly chaotic “quantum foam”, casting doubt on the connectivity of space and the ordinality of time. Wheeler quotes Einstein in a Kantian vein: “Time and space are modes by which we think, and not conditions in which we live”, regarding these modes as derivable from a proper theory of reality as idealized functions of an idealized continuum: “We will not feed time into any deep-reaching account of existence. We must derive time—and time only in the continuum idealization—out of it. Likewise with space.”18

**The boundary of a boundary is zero**: In essence, this intuitive notion from algebraic topologysays that closed structures embody a certain kind of “self-cancellative” symmetry. This can be illustrated in three dimensions by a tetrahedron, the simplicial “boundary” of which incorporates its four equilateral triangular faces. To find the boundary of this boundary, one would measure the clockwise- or counterclockwise-oriented edges around each face, thus measuring each edge of the tetrahedron twice in opposite directions. Because summing the measurements now cancels to 0 at each edge, the boundary of the boundary of the tetrahedron is zero. This property turns out to have extensive applications in physics, particularly the theory of fields, as regards the mutual “grip” of matter on space and space on matter (or less colorfully, the relationship of space and matter). In Wheeler’s view, its ubiquity “inspires hope that we will someday complete the mathematics of physics and derive everything from nothing, all law from no law.”19 Thus, it is closely related to law without law and so-called *ex nihilo* creation.
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**Diagram 4**: **1a**: The boundary of a directed 1-dimensional line segment consists of its 0-dimensional endpoints,which separate the line from its complement (the space surrounding the line). The initial point represents the “debt” required to start the line and is thus given a value of -1, while the terminal point represents the “payoff” for completing the line and is given a value of +1. When the initial and terminal points of the line are identified as indicated by the curved arrow, the result is a closed line bounding a planar disk (**1b**). Because the endpoints now coincide, they sum to 0 and no longer separate the line from its complement; thus, the 0-dimensional boundary of the 1-dimensional boundary of the 2-dimensional disk is 0. **2a**: A triangular area can be decomposed into 4 smaller triangular areas. Introducing a uniform (in this case, clockwise) orientation to the areas (red arrows) imparts the same orientation to the outer perimeter (outer blue arrows), recreating the situation of 1b (notice that the blue arrows next to each interior edge point in opposite directions and therefore cancel). Again, the initial and terminal points of the perimeter coincide and cancel to 0 no matter where they lie. When adjacent perimeter segments are identified as indicated by the outer arrows, the triangle folds into a tetrahedron (**2b**). Its faces form a closed 2-dimensional boundary separating its 3-dimensional interior from its exterior, while its edges form a closed 1-dimensional boundary separating its faces from each other. But now the blue arrows cancel out at *every* edge, and the 1-dimensional boundary of the 2-dimensional boundary of the tetrahedron is 0. So for both the 2D disk and the 3D tetrahedron, the boundary of the boundary is 0. While physicists often use this rule to explain the conservation of energy-momentum (or as Wheeler calls it, “momenergy”20), it can be more generally interpreted with respect to *information* and *constraint*, or *state* and *syntax*. That is, the boundary is analogous to a constraint which separates an interior attribute satisfying the constraint from a complementary exterior attribute, thus creating an informational distinction.

**No question? No answer!** In a quantum experiment, the measuring device and its placementcorrespond to a question, and the result to its answer. The existence of the answer, consisting of information on state, is predicated on the asking of the question (or the occurrence of the measurement), and the kind of answer received depends on the kind of question asked and the manner in which it is posed. The world is thus composed of measurement events in which information is exchanged by objects, one or both of which “ask a question” and one or both of which “give an answer”. Question and answer, the stimulation and observation of an event, cannot be separated on the ontological level, and they cannot be shielded from the influence of the environment. At the root of this criterion are quantum uncertainty and complementarity, the foundation-stones of quantum mechanics.

**The Super-Copernican Principle**: Just as Copernicus displaced geocentricity withheliocentricity, showing by extension that no particular place in the universe is special and thereby repudiating “here-centeredness”, the Super-Copernican Principle says that no particular point in time is special, repudiating “now-centeredness”. Essentially, this means that where observer-participation functions retroactively, the participatory burden is effectively distributed throughout time. So although the “bit-size” of the universe is too great to have been completely generated by the observer-participants who have thus far existed, future generations of observer-participants, possibly representing modes of observer-participation other than that associated with human observation, have been and are now weighing in from the future. (The relevance of this principle to the Participatory Anthropic Principle is self-evident.)

**“Consciousness”**: Wheeler emphasizes the difficulty of making a general distinction betweenthe form of information processing characteristic of humans, and that characteristic of various complex systems and devices that may or may not be “conscious”. “The line between the unconscious and the conscious begins to fade…” he states; “We may someday have to enlarge the scope of what we mean by a ‘who’.” The term *who*, he suggests, is too specific to man, life and consciousness; its anthropic connotations are anti-Copernican, while the concepts of life and consciousness are subject to revision as science advances. “It would seem more reasonable,” he suggests, “to dismiss for the present the semantic overtones of ‘who’ and explore and exploit the insights to be won from the phrases, ‘communication’ and ‘communication employed to establish meaning.’”21

**More is different**: The potential for complexity increases with cardinality; with large numbers ofelements comes combinatorial variety and the potential for the sort of multilevel logical structure that typifies biological organisms and modern computers alike. This is a fundamental precept of complexity theory. Wheeler poses a question: “Will we someday understand time and space and all the other features that distinguish physics—and existence itself—as the self-generated organs of a self-synthesized information system?”22

Together, these pithy slogans, questions, precautions and clues add up to a call for a new strain of reality theory, a unified conceptual model for our thoughts and observations. How many of the models currently being held forth respond to this call? The answer, of course, is “almost none”.

While some of them seem to address one or two of the questions and meet one or two of the criteria, none comes close to addressing and meeting all of them. What each model has been forced to give in order to meet any small subset of criteria has cost it dearly in terms of meeting the others. Thus, we have thesis and antithesis in the form of classical physics and discrete quantum models, but because the full depth of the relationship between the two is unfathomed, no synthesis. Virtually everybody seems to acknowledge the correctness of Wheeler’s insights, but the higher-order relationships required to put it all together in one big picture have proven elusive. The logical difficulty of answering all of the questions and meeting all of the criteria at once, in parallel, using integrated, logically tractable concepts, has simply been prohibitive.

Can this situation be redressed?

**Some Additional Principles**

Although insights regarding the ideal and/or perceptual basis of reality go back millennia, we may as well start with some their more recent proponents for the sake of continuity. First, Descartes posited that reality is mental in the sense of rationalism, but contradicted his own thesis by introducing *mind-body dualism*, the notion that mind and matter are irreducibly separate. The empiricist Berkeley then said that reality is perceptual in nature, a kind of intersect of mind and matter. This can be seen by mentally subtracting perception from one’s conception of reality; what remains is pure subjective cognition, but without any objective grist for the perceptual mill. (Although attempts to cognitively subtract cognition from reality are far more common, they are a bit like trying to show that a sponge is not inherently wet while immersing it in water, and can never be successful on the parts of cognitive entities.) Hume then attempted to do away with cognition and causation entirely, asserting that both mind and matter inhere in perception and exist apart from neither it nor each other.

In disposing of mind, Hume made another salient “contribution” to reality theory: he attempted to dispose of causation by identifying it as a cognitive artifact, supporting his thesis with the *problem* *of induction.* 23The problem of induction states that because empirical induction entails the priorassumption of that which it seeks to establish, namely the uniformity of nature, science is circular and fundamentally flawed. The problem of induction is very real; it is manifest in Heisenberg uncertainty and the cosmic horizon problem, finite limitations of scientific tools of microscopic and macroscopic observation, and is why no general theory of reality can ever be reliably constructed by the standard empirical methods of science. Unfortunately, many scientists have either dismissed this problem or quietly given up on the search for a truly general theory, in neither case serving the long-term interests of science. In fact, the problem of induction merely implies that a global theory of reality can only be established by the rational methods of mathematics, specifically including those of logic.

In response to Berkeley and Hume, Kant asserted that the unprimed cognition which remains when perceptual content is subtracted has intrinsic structure that exists *prior* to content; it comprises the *a priori* categories of perceptual or “phenomenal” reality.24 Unfortunately, subtracting perception according to Kantian rules yields more than unprimed cognition; it also yields *noumena*, absolute objects or “things-in-themselves”. On one side of the result is a perceptual isomorphism between the mind and phenomenal reality; on the other yawns a chasm on the far side of which sits an unknowable but nonetheless fundamental noumenal reality, which Kant evidently regarded as the last word in (sub-theological) reality theory.

However, Kant’s chasm is so deep and wide, and so thoroughly interdicts any mind-reality isomorphism, that it precludes causal efficacy and for that matter any other comprehensible principle of correspondence. This implies that noumena are both rationally and empirically irrelevant to cognitive and perceptual reality, and thus that they can be safely eliminated from reality theory. Whatever Kant had in mind when he introduced the concept of a *noumenon*, his definition essentially amounts to “inconceivable concept” and is thus an oxymoron. Whatever he really meant, we must rely on something other than Kantian metaphysics to find it.25

Thus far, we have managed to narrow reality down to the phenomenal reality studied by science, a combination of perceptual content and rational principles of cognition. A scientist employs empirical methods to make specific observations, applies general cognitive relationships from logic and mathematics in order to explain them, and comes off treating reality as a blend of perception and cognition. But this treatment lacks anything resembling an explicit justification. When a set of observations is *explained* with a likely set of equations *interpreted* therein, the adhesion between explanandum and explanation might as well be provided by rubber cement. I.e., scientific explanations and interpretations glue observations and equations together in a very poorly understood way. It often works like a charm…but why? One of the main purposes of reality theory is to answer this question.

The first thing to notice about this question is that it involves the process of *attribution* , and that the rules of attribution are set forth in stages by mathematical logic. The first stage is called *sentential logic* and contains the rules for ascribing the attributes *true* or *false* , respectivelydenoting inclusion or non-inclusion in arbitrary cognitive-perceptual systems, to hypothetical relationships in which predicates are linked by the logical functors *not*, *and* , *or*, *implies*, and *if and* *only if*. Sentential logic defines these functors as *truth functions* assigning *truth values* to suchexpressions irrespective of the contents (but not the truth values) of their predicates, thus effecting a circular definition of functors on truth values and truth values on functors. The next stage of attribution, *predicate logic*, ascribes specific properties to objects using quantifiers. And the final stage, *model theory*, comprises the rules for attributing complex relations of predicates to complex relations of objects, i.e. theories to universes. In addition, the form of attribution called *definition* is explicated in a theory-centric branch of logic called *formalized theories*, and themechanics of functional attribution is treated in recursion theory.

In sentential logic, a *tautology* is an expression of functor-related sentential variables that is always true, regardless of the truth values assigned to its sentential variables themselves. A tautology has three key properties: it is universally (syntactically) true, it is thus self-referential (true even of itself and therefore closed under recursive self-composition), and its implications remain consistent under inferential operations preserving these properties. That is, every tautology is a self-consistent circularity of universal scope, possessing validity by virtue of closure under self-composition, comprehensiveness (non-exclusion of truth), and consistency (freedom from irresolvable paradox). But tautologies are not merely consistent unto themselves; they are mutually consistent under mutual composition, making sentential logic as much a “self-consistent circularity of universal scope” as any one of its tautologies. Thus, sentential logic embodies two levels of tautology, one applying to expressions and one applying to theoretical systems thereof. Predicate logic then extends the tautology concept to cover the specific acts of attribution represented by (formerly anonymous) sentential variables, and model theory goes on to encompass more complex acts of attribution involving more complex relationships.

Reality theory is about the stage of attribution in which two predicates analogous to true and false, namely *real* and *unreal*, are ascribed to various statements about the real universe. In this sense, it is closely related to sentential logic. In particular, sentential logic has four main properties to be emulated by reality theory. The first is *absolute truth*; as the formal definition of truth, it is true by definition. The other properties are *closure*, *comprehensiveness* and *consistency*. I.e., logic is wholly based on, and defined strictly within the bounds of, cognition andperception; it applies to everything that can be coherently perceived or conceived; and it is by its very nature consistent, being designed in a way that precludes inconsistency. It is the basis of mathematics, being the means by which propositions are stated, proved or disproved, and it is the core of science, underwriting the integrity of rational and empirical methodology. Even so-called “nonstandard” logics, e.g. modal, fuzzy and many-valued logics, must be expressed in terms of fundamental two-valued logic to make sense. In short, two-valued logic is something without which reality could not exist. If it were eliminated, then *true* and *false, real* and *unreal* , and *existence* and *nonexistence* could not be distinguished, and the merest act of perception or cognition would be utterly impossible.

Thus far, it has been widely assumed that reality theory can be sought by the same means as any other scientific theory. But this is not quite true, for while science uses the epistemological equivalent of magic glue to attach its theories to its observations, reality theory must give a recipe for the glue and justify the means of application. That is, reality theory must describe reality on a level that justifies science, and thus occupies a deeper level of explanation than science itself. Does this mean that reality theory is mathematical? Yes, but since mathematics must be justified along with science, *metamathematical* would perhaps be a better description… and when all is said and done, this comes down to logic pure and simple. It follows that reality theory must take the form of an extended logic…in fact, a “limiting form” of logic in which the relationship between theory and universe, until now an inexhaustible source of destructive model-theoretic ambiguity, is at last reduced to (dual-aspect) monic form, short-circuiting the paradox of Cartesian dualism and eliminating the epistemological gap between mind and matter, theory and universe.

As complexity rises and predicates become theories, tautology and truth become harder to recognize. Because universality and specificity are at odds in practice if not in principle, they are subject to a kind of “logical decoherence” associated with relational stratification. Because predicates are not always tautological, they are subject to various kinds of ambiguity; as they become increasingly specific and complex, it becomes harder to locally monitor the heritability of consistency and locally keep track of the truth property in the course of attribution (or even after the fact). Undecidability,26 LSAT intractability and NP-completeness, predicate ambiguity and the Lowenheim-Skolem theorem, observational ambiguity and the Duhem-Quine thesis27 …these are some of the problems that emerge once the truth predicate “decoheres” with respect to complex attributive mappings. It is for reasons like these that the philosophy of science has fallen back on falsificationist doctrine, giving up on the tautological basis of logic, effectively demoting truth to provisional status, and discouraging full appreciation of the tautological-syntactic level of scientific inquiry even in logic and philosophy themselves.

In fact, the validity of scientific theories and of science as a whole absolutely depends on the existence of a fundamental reality-theoretic framework spanning all of science…a fundamental syntax from which all scientific and mathematical languages, and the extended cognitive language of perception itself, can be grammatically unfolded, cross-related and validated. Tautology, the theoretical basis of truth as embodied in sentential logic, is obviously the core of this syntax. Accordingly, reality theory must be developed through amplification of this tautological syntax by adjunction of additional syntactic components, the principles of reality theory, which leave the overall character of the syntax invariant. Specifically, in order to fashion a reality theory that has the truth property in the same sense as does logic, but permits the logical evaluation of statements about space and time and law, we must adjoin principles of extension that lend meaning to such statements while preserving the tautology property.

According to the nature of sentential logic, truth is tautologically based on the integrity of cognitive and perceptual reality. Cognition and perception comprise the primitive (self-definitive) basis of logic, and logic comprises the rules of structure and inference under which perception and cognition are stable and coherent. So when we say that truth is heritable under logical rules of inference, we really mean that *tautology* is heritable, and that the primitive cognitive-perceptual basis of sentential logic thus maintains its primary status. By converting tautologies into other tautologies, the rules of inference of sentential logic convert cognitive-perceptual invariants into other such invariants. To pursue this agenda in reality theory, we must identify principles that describe how the looping structure of logical tautology is manifest in various reality-theoretic settings and contexts on various levels of description and interpretation; that way, we can verify its preservation under the operations of theoretic reduction and extension. I.e., we must adjoin generalized principles of loop structure to logical syntax in such a way that more and more of reality is thereby explained and comprehensiveness is achieved.

For example, take the sentential tautology “X v ~X” (X OR NOT-X). Applied to perception, this means that when something is seen or observed, it is not seen in conjunction with its absence; if it were, then two contradictory perceptions would coincide, resulting in a “splitting off” of perceptual realities. In effect, either the consciousness of the perceiver would split into two separate cognitive realities in a case of chain-reactive dissociation, or the perceiver himself would physically split along with physical reality. When “X v ~X” is composed with other tautologies (or itself) by substitution, the stakes are exactly the same; any violation of the compound tautology would split perceptual and cognitive reality with disastrous implications for its integrity.28

After its tautological nature, the first thing to note about sentential logic in the context of reality theory is that against the spirit in which it was founded – it does, after all, represent the rules of the *mental* processes29 of cognition and perception, which would seem to endow it with a mental character from the start - it has a basic functional inadequacy: it seems to require an external logician to mentally read, understand and apply it. On the other hand, nature (or cognitive-perceptual reality) requires no external logician to apply the rules of logic. Therefore, the proposed tautology-preserving principles of reality theory should put mind back into the mix in an explicit, theoretically tractable way, effectively endowing logic with “self-processing capability”. This, after all, is exactly what it possesses in its natural manifestation, reality at large, and is an essential dimension of the closure property without which truth is insupportable. That is, reality must be able to recognize itself and impart this ability to its components as a condition of their existence and interaction.

Having explained the main technical issues in reality theory, we may now cut to the chase: the way to build a theory of reality is to identify the properties that it must unconditionally possess in order to exist, and then bring the theory into existence by defining it to possess these properties without introducing merely contingent properties that, if taken as general, could impair its descriptive relationship with the real universe (those can come later and will naturally be subject to empirical confirmation). In other words, the means by which the theory is constructed must be rational and tautological, while those by which it is subsequently refined may be empirical. Since we want our theory to be inclusive enough, exclusive enough and consistent enough to do the job of describing reality, these properties will certainly include *comprehensiveness* (less thorough but also less undecidable than completeness), *closure*, and *consistency*. To these properties, the “3 C’s”, we shall assign three principles that are basically tautological in form; that way, adjoining them to logic-based reality theory will preserve the tautology property of logic, rationally precluding uncertainty by the same means as logic itself. A theory of reality constructed in this way is called a *supertautology*.

Because our three principles correspond to the 3 C’s, and because they all begin with the letter M, we might as well call them the “3 M’s”: M=R, MAP and MU, respectively standing for the *Mind* *Equals Reality Principle*, the *Metaphysical Autology Principle*, and the *Multiplex Unity Principle*.The M=R principle, a tautological theoretical property that dissolves the distinction between *theory* and *universe* and thus identifies the real universe as a “self-reifying theory”, makes thesyntax of this theory comprehensive by ensuring that nothing which can be cognitively or perceptually recognized as a part of reality is excluded for want of syntax. MAP tautologically renders this syntax closed or self-contained in the definitive, descriptive and interpretational senses, and in conjunction with M=R, renders the universe perfectly self-contained in the bargain. And MU tautologically renders this syntax, and the theory-universe complex it describes, coherent enough to ensure its own consistency (thus, the “C” corresponding to MU actually splits into two C’s, *consistency* and *coherence*, and we have four altogether). To each of these principles we may add any worthwhile corollaries that present themselves.30

Since it is the lot of every reality theorist to use properties of reality to explain reality, and these properties are recursively defined, we will sometimes implicitly or explicitly refer to various properties in the descriptions of other properties. This precludes a neat series of cumulative definitions, which is possible in any case only by taking for granted the content and wherewithal of theorization (unfortunately, one can take nothing for granted in reality theory). As we will see below, the recursive nature of the CTMU is unavoidable. Secondly, the CTMU is developed “backwards” with respect to the usual deductive theories of science and mathematics, by first peeling away constraints and only then using the results to deduce facts about content. Most theories begin with axioms, hypotheses and rules of inference, extract implications, logically or empirically test these implications, and then add or revise axioms, theorems or hypotheses. The CTMU does the opposite, stripping away assumptions and “rebuilding reality” while adding no assumptions back.

The following principles are presented in three stages. The first stage includes the *Reality* *Principle*, the *Principle of Linguistic Reducibility* and the *Principle of Syndiffeonesis*, which may beconsidered preliminary to MAP, M=R and MU respectively (the order of presentation may differ slightly from that just given). The second stage consists of MAP, M=R and MU themselves, while the third stage consists of several auxiliary principles that can be viewed as their consequences.

**The Reality Principle**

Reality, i.e. the real universe, contains all and only that which is real. The reality concept is analytically self-contained; if there were something *outside* reality that were *real* enough to affect or influence reality, it would be *inside* reality, and this contradiction invalidates any supposition of an external reality (up to observational or theoretical relevance).31

While this characterization of reality incorporates a circular definition of relevance, the circularity is essential to the reality concept and does not preclude a perceptual (observational, scientific) basis. Indeed, we can refine the definition of reality as follows: “Reality is the perceptual aggregate including (1) all scientific observations that ever were and ever will be, and (2) the entire abstract and/or cognitive explanatory infrastructure of perception” (where the *abstract* is a syntactic generalization of the *concrete* standing for ideas, concepts or cognitive structures distributing over physical instances which conform to them as content conforms to syntax).
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It should be noted that any definition amounts to a microscopic theory of the thing defined. The Reality Principle, which can be viewed as a general definition of reality, is a case in point; it can be viewed as the seed of a reality theory that we have now begun to build. In defining reality as self-contained, this “microtheory” endows itself with a simple kind of closure; it calls on nothing outside the definiendum in the course of defining it, and effectively forbids any future theoretical extension of this definition from doing so either (this becomes explicit in a related principle, the *MAP*).

But now back to the queue. Thus far, we have learned that reality is self-contained; it is everywhere the same as itself. What about all of its internal distinctions?

**Syndiffeonesis**

Reality is a relation, and every relation is a *syndiffeonic* relation exhibiting *syndiffeonesis* or “difference-in-sameness”. Therefore, reality is a syndiffeonic relation. Syndiffeonesis implies that any assertion to the effect that two things are different implies that they are reductively the same; if their difference is real, then they both reduce to a common reality and are to that extent similar. Syndiffeonesis, the most general of all reductive principles, forms the basis of a new view of the relational structure of reality.

The concept of syndiffeonesis can be captured by asserting that the expression and/or existence of any difference relation entails a common medium and *syntax*, i.e. the rules of state and transformation characterizing the medium. It is from these rules that the relation derives its spatial and temporal characteristics as expressed within the medium. Thus, a syndiffeonic relation consists of a difference relation embedded in a relational medium whose distributed rules of structure and evolution support its existence.

Every syndiffeonic relation has *synetic* and *diffeonic* phases respectively exhibiting *synesis* and *diffeonesis* (sameness and difference, or distributivity and parametric locality), and displays twoforms of containment, *topological* and *descriptive* . The medium is associated with the synetic phase, while the difference relation is associated with the diffeonic phase (because the rules of state and transformation of the medium are distributed over it, the medium is homogeneous, intrinsically possessing only relative extension by virtue of the difference relationships it contains). Because diffeonic relands are related to their common expressive medium and its distributive syntax in a way that combines aspects of union and intersection, the operation producing the medium from the relands is called *unisection* ( ). The synetic medium represents diffeonic *potential* of which the difference relationship is an *actualization*.
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**Diagram 6** : This generic **syndiffeonic diagram** illustrates a simple fact: any difference relation requires asupporting medium with extension in the differential parameter. As illustrated, the medium distributes over both the linear relation “X differs from Y” and its *relands* (related entities) X and Y, bestowing on them a common “relatedness” property equating to “inclusion in the relational medium X Y”, where X Y is the *unisect* or “syntactic product” of X and Y. This common attribute invalidates any assertion to the effect that the difference between the relands is “absolute” or “irreducible”; the mere fact that the difference can be linguistically or geometrically expressed implies that it is only partial and that both relands are manifestations of one and the same ontological medium. Where X and Y represent arbitrary parts or aspects of the difference relation called *reality*, this diagram graphically demonstrates that reality ultimately consists of a unitary ontological medium. Accordingly, reality theory must be a monic theory reducing reality to this medium (this idea is further developed in the *Principle* *of Infocognitive Monism*).

Note that any syntactic (as opposed to informational) inhomogeneity in the common medium is itself a difference relationship and thus invites a recreation of the diagram. Similarly, any inhomogeneity in the common medium illustrated by the recreated diagram would invite yet another recreation of the diagram, and so on. Any such *syndiffeonic regress* must terminate, for if it did not, there would be no stable syntax and therefore no “relation”stable enough to be perceived or conceived. The informational stability of perceptual reality shows that reality has a stable syntax.

The above diagram might be compactly expressed as follows: syn(X Y):diff(X,Y). For example, syn(nomAX nomBX) : diff(nomAX, nomBX) means that where nomAX, nomBX are sets of laws obeyed by the system X at different times, locations or frames of reference A and B within the system X, there exists a more basic set of laws (nomAX nomBX) in terms of which this difference may be expressed. This shows that on some level, general covariance must hold. This is not merely true “up to isomorphism with X”; even if more than one valid set of laws can be distinguished, any one of which might be active at any given location (A,B,…) within X [XA nom1, XB nom2, …, where numerical indices denote nomological distinctness], any distinguishable difference between these sets *also* requires a common syntax. Informational coherence is thus a *sine qua non* of recognizable existence; any system in which it were to fail would simply decoherefor lack of anything to hold it together.

In other words, (1) where informational distinctions regarding a system X are regarded as instantiations of law, they can also be regarded as expressions conforming to syntax; and (2) the expression of differences requires a unified expressive syntax (or set of “laws”), and this syntax must distribute over the entire set of differential expressions (or “instantiations of law”). E.g., where X is a “perceptual intersect” consisting of generally recognizable objects, attributes and events, the laws of perception must ultimately be constant and distributed. Where a putative nomological difference exists for some pair of loci (A,B), reductive syntactic covariance applies due to the need for an expressive medium, and where no such difference exists for *any* pair of loci (A,B), syntactic covariance applies *a fortiori* with no need for reduction.

Syndiffeonic relations can be regarded as elements of more complex *infocognitive lattices* with spatial and temporal (ordinal, stratificative) dimensions. Interpreted according to CTMU duality principles, infocognitive lattices comprise logical relationships of *state* and *syntax*. Regressing up one of these lattices by unisection ultimately leads to a syntactic medium of perfect generality and homogeneity…a universal, reflexive “syntactic operator”.

In effect, syndiffeonesis is a metalogical tautology amounting to *self-resolving paradox* . The paradox resides in the coincidence of sameness and difference, while a type-theoretic resolution inheres in the logical and mathematical distinction between them, i.e. the stratificative dimension of an infocognitive lattice.32 Thus, reducing reality to syndiffeonesis amounts to “paradoxiforming” it. This has an advantage: a theory and/or reality built of self-resolving paradox is immunized to paradox.

So far, we know that reality is a self-contained syndiffeonic relation. We also have access to an instructive sort of diagram that we can use to illustrate some of the principles which follow. So let us see if we can learn more about the *kind* of self-contained syndiffeonic relation that reality is.

**The Principle of Linguistic Reducibility**

Reality is a self-contained form of language. This is true for at least two reasons. First, although it is in some respects material and concrete, reality conforms to the algebraic definition of a language. That is, it incorporates

(1) representations of (object-like) individuals, (space-like) relations and attributes, and (time-like) functions and operations;

(2) a set of “expressions” or perceptual states; and

(3) a syntax consisting of (a) logical and geometric rules of structure, and (b) an inductive-deductive generative grammar identifiable with the laws of state transition.

Second, because perception and cognition are languages, and reality is cognitive and perceptual in nature, reality is a language as well.

While there have been many reductionist programs in science and philosophy, the promised reduction is always to the same thing: a theoretical language. Because this is necessarily true, language is fundamental. The fact that most such theories, e.g. theories of physics, point to the fundamental status of something “objective” and “independent of language”, e.g. matter and/or energy, is quite irrelevant, for the very act of pointing invokes an isomorphism between theory and objective reality…an isomorphism that is subject to the Reality Principle, and which could not exist unless reality shared the linguistic structure of the theory itself.

Perhaps the meaning of this principle can be most concisely expressed through a generalization of the aphorism “whereof one cannot speak, one must be silent”: *whereof that which cannot be* *linguistically described, one cannot perceive or conceive*. So for the observational and theoreticalpurposes of science and reality theory, that which is nonisomorphic to language is beyond consideration as a component of reality.
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**Diagram 7**: In this syndiffeonic diagram, the assertion “Language differs from reality” is laid out along an extendedline segment representing the supposed difference between the relands. Just as in the generic diagram above, both relands possess the attribute “inclusion in the relational syntactic medium (Language Reality)”. Because they are both manifestations of the same underlying medium, their difference cannot be absolute; on a fundamental level, reality and language share common aspects. This is consistent with the nature of the “difference” relationship, which is actually supposed to represent a semantic and model-theoretic isomorphism.

As we have already seen, the Reality Principle says that reality contains all and only that which is real. As defined by this statement, the predicate *reality* is primarily a linguistic construct conforming to syntactic structure, where *syntax* consists of the rules by which predicates are constructed and interpreted. In this sense, *reality* amounts to a kind of *theory* whose axioms and rules of inference are implicitly provided by the logical component of the conceptual syntax in which it is expressed. The Principle of Linguistic Reducibility merely clarifies the issue of whether *reality* is a linguistic predicate or the objective content of such a predicate by asserting that it isboth. Thus, where the reality *predicate* is analytically (or syntactically) self-contained, *reality* is self-contained. This can be expressed as follows: on the level of cognitive-perceptual syntax, *reality* equals *reality theory*. Where theory and universe converge, Occam’s razor and physicalprinciples of economy become tautologies.

Because perception is a sensory intersect of mind and reality, perception is impossible without cognition, and to this extent the cognitive predicate *reality* equates to its perceptual content. On the level of cognitive and perceptual syntax, language is necessarily isomorphic to that which it describes; in a perceptual reality like that which exists around us, it is tautologically true that the basic language of cognition and perception is syntactically isomorphic to reality (though illusion and falsehood become possible on the semantic level). It follows that we can speak of reality in terms of *generalized cognition and perception,* where this phrase denotes conformance to cognition and perception on the syntactic level. In particular, generalized cognition is that process through which reality everywhere “recognizes” itself.

The Principle of Linguistic Reducibility provides a mandate to add an advanced form of language theory to the mathematical arsenal of reality theory. The reality-theoretic benefits of this addition are incalculable. In conventional physical theory, the fundamental entities are point particles, waves and more recently, strings; each class of object has its problems and paradoxes. In the CTMU, the fundamental objects are *syntactic operators* (units of self-transducing information or *infocognition*) that are not only capable of emulating all of these objects and more, but ofcontaining the syntactic structures to which they must inevitably conform and resolving their characteristic paradoxes in the bargain. Because meaning equates to semantic connectivity and is thus linguistic in every sense of the term, the shift to a linguistic perspective is indispensable to teleology or any other form of meaning.

Now we know that reality is a *linguistic* self-contained syndiffeonic relation, although we still seem to be knowing it from an external vantage in a rather inspecific way. Where should we go next in search of clues? At this point, we could really use a MAP.

**Syntactic Closure: The Metaphysical Autology Principle (MAP)**

All relations, mappings and functions relevant to reality in a generalized effective sense, whether descriptive, definitive, compositional, attributive, nomological or interpretative, are generated, defined and parameterized within reality itself. In other words, reality comprises a “closed descriptive manifold” from which no essential predicate is omitted, and which thus contains no critical gap that leaves any essential aspect of structure unexplained. Any such gap would imply non-closure.

**Diagram 8**
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MAP, a theoretical refinement of the self-containment criterion set forth by the Reality Principle, extends the closure property of the definition of reality to the set of all real predicates. MAP effects closure on the definitive, descriptive, explanatory and interpretative levels of reality theory by making it take the form of a closed network of coupled definitions, descriptions, explanations and interpretations that refer to nothing external to reality itself. Another way to state this is that MAP, like the Reality Principle, requires that everything to which any reality-theoretic definition, description, explanation or interpretation refers be located within reality. This has the effect of making reality responsible for its own structure and evolution in the abstract and concrete senses.

MAP requires a closed-form explanation on the grounds that distinguishability is impossible without it. Again this comes down to the issue of syntactic stability.33 To state it in as simple a way as possible, reality must ultimately possess a stable 2-valued object-level distinction between that which it *is* and that which it *is not*, maintaining the necessary informational boundaries between objects, attributes and events. The existence of closed informational boundaries within a system is ultimately possible only by virtue of systemic closure under dualistic (*explanans-explanandum*) composition, which is just how it is effected in sentential logic.

As an example of the tautological nature of MAP, consider a hypothetical external scale of distance or duration in terms of which the absolute size or duration of the universe or its contents can be defined. Due to the analytic self-containment of reality, the functions and definitions comprising its self-descriptive manifold refer only to each other; anything not implicated in its syntactic network is irrelevant to structure and internally unrecognizable, while anything which is relevant is already an implicit ingredient of the network and need not be imported from outside. This implies that if the proposed scale is relevant, then it is not really external to reality; in fact, reality already contains it as an implication of its intrinsic structure.

In other words, because reality is defined on the mutual relevance of its essential parts and aspects, *external* and *irrelevant* are synonymous; if something is external to reality, then it is not included in the syntax of reality and is thus internally unrecognizable. It follows that with respect to that level of reality defined on relevance and recognition, there is no such thing as a “real but external” scale, and thus that the universe is externally undefined with respect to all measures including overall size and duration. If an absolute scale were ever to be internally recognizable as an ontological necessity, then this would simply imply the existence of a deeper level of reality to which the scale *is* intrinsic and by which it is itself intrinsically explained as a relative function of other ingredients. Thus, if the need for an *absolute* scale were ever to become recognizable within reality – that is, recognizable to reality itself - it would by definition be *relative* in the sense that it could be defined and explained in terms of other ingredients of reality. In this sense, MAP is a “general principle of relativity”.34

The “no gaps” criterion of MAP permits no critical explanatory holes omitting any essential aspect of structure. What this means can best be illustrated by means of a recurrent fallacy: “The existence of the universe is given and therefore in no need of explanation.” The phrase *is given* is incomplete; it has hidden “loose ends” corresponding to *that by which* existence is given, the *means by which* it is given, and the *reason for which* it is given. If the source, means and reasonare actually real, then they are inside reality, and the explanatory gap exists only in the mind of the claimant rather than in the self-explanatory network of reality itself.

On the other hand, omitting this phrase (*is given*) results in something like “the existence of the universe is inexplicable”. However, this amounts to the assertion that the universe has no identifiable basis or medium of existence, *not even itself*…i.e., that no explanatory function can be defined on the explanandum, and that the universe is somehow prohibited from serving as its own source, means, or reason. But this amounts to saying that the universe could only exist “by magic”, popping out of the apeiron with a spontaneity exceeding that by which a genuine magician might pull a magic rabbit out of a hat. For whereas magic rabbits can at least be said to originate by magic associated with magicians who pull them out of top hats into the bright light of reality, or to magically bootstrap themselves out of their *own* hats into their *own* realities, the universe would be denied any ontological basis or medium whatsoever…even a bootstrap.

Because questions like “why and how does reality exist (within the domain of existential potential supporting the possibility of existence)?” and “why does this reality exist instead of some other reality?”35 address the ontological or teleological levels of the structure of reality, and because these levels of structure are logically meaningful, they must have answers…even if those answers are determined, as some of them are, by the closure criterion itself.

Now we know that the closed, single-predicate definition of the Reality Principle is actually a closed descriptive manifold of linked definitions in principle containing the means of its own composition, attribution, recognition, processing and interpretation. But this is still somewhat automatonic. What about *mind*? Since it is through our minds that we understand anything at all, understanding remains incomplete until we understand more about the relationship between mind and reality. So, having equipped ourselves with a MAP, we now attend to the correspondence between the MAP and the terrain.

**Syntactic Comprehensivity-Reflexivity: the Mind Equals Reality Principle (M=R)**

The M=R or *Mind Equals Reality* Principle asserts that mind and reality are ultimately inseparable to the extent that they share common rules of structure and processing. The existence of a difference relation between mind and reality syndiffeonically presupposes a relational medium having the characteristics of both, and this medium has logical priority over the difference relation itself.
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**Diagram 9**: **M=R (Mind = Reality) Principle**. In the above syndiffeonic diagram, mind is juxtaposed with reality ina space bounded by a box. The line separating mind and reality represents the supposed difference between them, while the interior of the box represents their comparability or “relatedness” (or more technically, their uniform differentiating syntax or *unisect*, denoted by means of the functor). The extensionality of the line is just that of the box; without the box, there would be no extensional medium to contain the line, and no way to express the associated difference relation. Because the separation cannot exist without a common medium incorporating a differentiative syntax that distributes over both relands of the difference relation, the “absolute separation” of mind and reality has no model…and without a model, the premise of Cartesian mind-matter dualism fails. This indicates that reality and mind, information and information processor, must ultimately be regarded as one. Any Cartesian-style distinction between them must be strictly qualified.

The M=R principle is merely a logical version of what empiricist philosophers long ago pointed out: we experience reality in the form of perceptions and sense data from which the existence and independence of mind and objective external reality are induced. Since any proof to the contrary would necessarily be cognitive, as are all “proofs”, and since the content of cognition is cognitive by embedment, no such proof can exist; such a proof would undermine its own medium and thereby cancel itself. On the other hand, the Reality Principle says that reality is self-contained with respect to recognition and control, and to the extent that recognition and control are “mental” (in the sense of being effected according to cognitive and perceptual syntax), so is reality. The M=R Principle entails comprehensivity by defining all of our perceptions, along with their syntax-level cognitive-syntactic infrastructure, as parts of reality regardless of decidability. 36 When it comes to M=R, it is hard to resist a little play on words: M=R says that at the syntactic level of cognition and perception, “the MAP *is* the terrain.” Note that M=R goes beyond the mere Kantian isomorphism between phenomenal reality and the categories of thought and perception; it says that syntax and its content are recursively related, and in conjunction with the Reality Principle, that any supposed “content” not related to the rules of structure and evolution of reality is irrelevant. (Although this is a trivial observation insofar as “unrelated” and “irrelevant” are synonymous, it seems to have been largely ignored by many who should have known better.)

To put it another way: if the “noumenal” (perceptually independent) part of reality were truly unrelated to the phenomenal (cognition-isomorphic) part, then these two “halves” of reality would neither be coincident nor share a joint medium relating them. In that case, they would simply fall apart, and any integrated “reality” supposedly containing both of them would fail for lack of an integrated model. Where M (mind) is identified with cognition and R (reality) with physically-embodied information, M=R says that reality everywhere consists of a common substance, *infocognition*, having the dual nature of mind and (informational) reality.

The M=R property takes up where the Principle of Linguistic Reducibility leaves off in eliminating the distinction between theory and universe. By its light, the theoretical description of reality by human beings contained in reality amounts to reality describing itself. (Bearing in mind that a theory is a mental construct, this can be illustrated by simply replacing Mind and Reality in the above diagram by Theory and Universe, and *Mind Reality* by *Theory Universe*.) It thus makes the theory reflexive and thus inclusive enough by definition to describe the entire universe, including that which is rational, abstract and subjective, and that which is empirical, concrete and objective. The dissolution of this distinction can be viewed as a reduction.

So now we know that reality is more than just a linguistic self-contained syndiffeonic relation comprising a closed descriptive manifold of linked definitions containing the means of its own configuration, composition, attribution, recognition, processing and interpretation. It is also a self-processing theory identical to its universe.

**Syntactic Coherence and Consistency: The Multiplex Unity Principle (MU)**

The universe topologically contains that which descriptively contains the universe. MU, the minimum and most general informational configuration of reality, defines the relationship holding between unity and multiplicity, the universe and its variegated contents. Through its structure, the universe and its contents are mutually inclusive, providing each other with a medium.

In other words, we can equivalently characterize the contents of the universe as being topologically “inside” it (topological inclusion), or characterize the universe as being descriptively “inside” its contents, occupying their internal syntaxes as acquired state (descriptive inclusion). The universe generically includes its contents by serving as their syntactic unisect, while the contents contain the universe in a more specific sense involving specific event histories that become “entangled” by interaction. From the first viewpoint, the syntactic coherence of the overall medium enforces mutual consistency of contents, while from the second viewpoint, the coherent syntaxes of its contents contain and consistently recognize and transform the medium. Thus, the universe enforces its own consistency through dual self-containment.

![image 10.png](data:image/png;base64,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)

**Diagram 10**: In the syndiffeonic diagram [Diagram 6], we can plainly see the containment of objects by themedium, but we cannot see the containment of the medium by the objects. Bearing in mind that the terms *syntax* and *content* are to some extent relative designations, the upper node in Diagram 10 corresponds to the global medium (global syntactic unisect or “metasyntax” of reality), while the lower node corresponds to the objects therein (syntactic operators contained in the medium); each is a multiplex unity. Coherence flows from global syntax into local content by way of global topological containment, thereby enforcing unity across diverse locales, and back to global syntax in multiple entangled streams generated by cross-transduction of content. Syntax becomes state, and state becomes syntax (where “syntax” is understood to encompass an “ectosyntactic” distribution of syntactic operators). The universe thus remains coherent and consistent in the course of evolution.

MU expresses syndiffeonic symmetry of syntax and content on the spatiotemporal level of reality. Just as syndiffeonesis can be regarded as a paradox identifying difference with sameness, MU can be regarded as an ultimate form of paradox identifying spatiotemporal multiplicity and unity (the MU diagram is an explosion of the syndiffeonic relation diagram in which the stratification dimension is split into descriptive and topological strands or “temporal dimensions”). MU structure resolves the MU paradox *in situ* by dual stratification, providing closure as the open-ended informational stratification of type theory cannot. Because MU can thus be regarded as the resolution of the paradox it describes, its meaning, like that of syndiffeonesis, can be expressed as follows: *reality is a self-resolving paradox*.

MU, by the way, need not be regarded as the ultimate guarantor of consistency; that honor can safely go to the stability of perceptual reality itself. Quite simply, the syntactic stability of reality overrides any and all objections regarding the limitations of formal systems. MU merely describes how reality, considered as a reflexive SCSPL theory, achieves intrinsic stability in the course of evolving. Thus, it is not functioning as an algorithm guaranteed to terminate on consistency but not on inconsistency, and is therefore not in conflict with undecidability. The stability of reality affirms its consistency regardless of whether or not any lesser theory happens to be consistent.

MU serves as a unifying concept for a complex of ideas having to do with coherence and consistency in the reality-theoretic context, including hology and several CTMU duality principles.

**The Principle of Hology (Self-composition)**

Hology, a logical analogue of holography characterizing the most general relationship between reality and its contents, is a form of self-similarity whereby the overall structure of the universe is everywhere distributed within it as accepting and transductive syntax, resulting in a homogeneous syntactic medium. That is, because reality requires a *syntax* consisting of general laws of structure and evolution, and there is nothing but reality itself to serve this purpose, reality comprises its own self-distributed syntax under MU (which characterizes the overall relationship between syntax and content).

The hology property itself is distributed over reality. That is, the informational boundary of a coherent object (syntactic operator) is hologically multiplexed with respect to state (attribute and value) in order to define the descriptive interior of the operator as it participates in global self-processing without input. This multiplexing of possibilities is just the replication of the structure of the boundary over the interior of the boundary as a function of time. Again, the operator ultimately has nothing else in terms of which to express its spatiotemporal capacity.

Hology is implied by MAP because reality is closed under composition and attribution; it is implied by M=R because reality is composed of syntactic operators with generalized mental or cognitive functionality; and it is implied by syndiffeonesis and MU because it is an expression of the relationship between the global spatiotemporal medium and its contents.

**Duality Principles**

Duality is a ubiquitous concept in mathematics, appearing in fields from logic and the theory of categories to geometry and analysis. The duality relation is symmetric; if dualizing proposition A yields proposition B, then dualizing B yields A. In projective geometry, for example, the dualization operation consists of switching the terms "point" and "line" in propositions containing them, as in “Two non-coincident points determine a line” ⊕dualize∅ “Two non-parallel lines determine a point.” Re-stating this as “lines are functions of points” ⊕dualize∅ “points are functions of lines” reveals a duality relationship between functions and arguments. Thus, in vector algebra, the *dual space* V\* of a vector space V is the space of all linear functionals on V (i.e. all linear maps from V to R), while V\*\* is the space of all linear maps from V\* to R.

An even more striking form of duality is encountered in graph theory, where the *dual graph* of a planar graph transforms faces to vertices and vertices to faces without disrupting its overall pattern of adjacencies. The boundary of each face is replaced by transverse edges converging on its dual vertex (and vice versa), and the adjacency relation is redefined accordingly. Where edges are given a temporal interpretation, interesting transformations can occur; e.g., circulations along facial boundaries become “vertex spins”, and motion along an edge can be characterized as an operation between the dual faces of its endpoints.

Duality principles thus come in two common varieties, one transposing spatial relations and objects, and one transposing objects or spatial relations with mappings, functions, operations or processes. The first is called *space-object* (or S-O, or S⊕∅O) duality; the second, *time-space* (or T-S/O, or T⊕∅S/O) duality. In either case, the central feature is a transposition of *element* and a (spatial or temporal) *relation* of elements. Together, these dualities add up to the concept of *triality*, which represents the universal possibility of consistently permuting the attributes *time,* *space* and *object* with respect to various structures. From this, we may extract a third kind ofduality: ST-O duality. In this kind of duality, associated with something called *conspansive* *duality*, objects can be “dualized” to spatiotemporal transducers, and the physical universeinternally “simulated” by its material contents.

M=R, MU and hology are all at least partially based on duality.

**The Principle of Attributive (Topological-Descriptive, State-Syntax) Duality**

Where points belong to sets and lines are relations between points, a form of duality also holds between sets and relations or attributes, and thus between set theory and logic. Where sets *contain* their elements and attributes distributively *describe* their arguments, this implies a dualrelationship between topological containment and descriptive attribution as modeled through Venn diagrams. Essentially, any containment relationship can be interpreted in two ways: in terms of position with respect to bounding lines or surfaces or hypersurfaces, as in point set topology and its geometric refinements (⊃T), or in terms of descriptive distribution relationships, as in the Venn-diagrammatic grammar of logical substitution (⊃D).37

Attributive or TD duality is reflected in the fact that sets and logic are described by the same algebraic structure, Boolean algebra, which expresses their dual relationship in the relationship between its two operations. Expressed in set-theoretic terms, these operations are union and intersection (∪,∩); in logical terms, they are OR and AND ( ∨,∧). (∪,∩) and (∨,∧) are related as follows: the *union* (A∪B) of two sets A and B consists of all and only the elements that belong to either A *or* B or both (∀x∈A∪B: x∈A ∨ x∈B), while the *intersect* (A∩B) of A and B consists of all and only the elements that belong to both A *and* B (∀x∈A∩B: x∈A ∧ x∈B). This kind of duality is well known; it relates to the fact that every attributive statement defining a relation of predicates can be rephrased as a statement about sets (and vice versa).

But the relationship of set theory and logic is even more interesting than this, for each has a particular representational affinity for just one of these operations. That is, set theory tends to focus on *objects* (sets and elements), while logic tends to focus on *attributes*, or informational “boundary constraints” that objects must satisfy. Thus, set theory ultimately defines sets in terms of the objects they contain, while logic tends to define them “from the outside in” on the intersecting boundary constraints to which they conform. The difference hinges on the univalent *not* functor (~), on which complementation and intersection, but not union, are directly or indirectlydefined.

For example, while it is easy enough to identify an individual element or set by constructively naming or “enumerating” it, e.g. “X”, identifying its complement often requires that its name be used as the basis of a restrictive constraint that can be applied across an entire finite or infinite context in one attributive operation, e.g. “not-X”. The duality relationship holding between names and constraints is nicely captured by *De Morgan’s laws*, ~A∩~B=~(A∪B) and ~A∪~B=~(A∩B), which express it by permuting the objective and attributive operations ∪ and ∩.

Because states express topologically while the syntactic structures of their underlying operators express descriptively, attributive duality is sometimes called *state-syntax duality* . As information requires syntactic organization, it amounts to a valuation of cognitive/perceptual syntax; conversely, recognition consists of a subtractive restriction of informational potential through an additive acquisition of information. TD duality thus relates information to the informational potential bounded by syntax, and perception (cognitive state acquisition) to cognition.

In a Venn diagram, the contents of circles reflect the structure of their boundaries; the boundaries are the primary descriptors. The interior of a circle is simply an “interiorization” or self-distribution of its syntactic “boundary constraint”. Thus, nested circles corresponding to identical objects display a descriptive form of containment corresponding to syntactic layering, with underlying levels corresponding to *syntactic coverings*.

This leads to a related form of duality, *constructive-filtrative* duality.

**Constructive-Filtrative Duality**

Any set that can be constructed by adding elements to the space between two brackets can be defined by restriction on the set of all possible sets. Restriction involves the Venn-like superposition of constraints that are subtractive in nature; thus, it is like a subtractive color process involving the stacking of filters. Elements, on the other hand, are additive, and the process of constructing sets is thus additive; it is like an additive color process involving the illumination of the color elements of pixels in a color monitor. CF duality simply asserts the general equivalence of these two kinds of process with respect to logico-geometric reality.

CF duality captures the temporal ramifications of TD duality, relating geometric operations on point sets to logical operations on predicates. Essentially, CF duality says that any geometric state or continuous transformation is equivalent to an operation involving the mutual “filtration” of intersecting hological state-potentials. States and objects, instead of being constructed from the object level upward, can be regarded as filtrative refinements of general, internally unspecified higher-order relations.

CF duality is necessary to show how a universe can be “zero- sum”; without it, there is no way to refine the objective requisites of constructive processes “from nothingness”. In CTMU cosmogony, “nothingness” is informationally defined as zero constraint or pure freedom (*unbound* *telesis* or *UBT*), and the apparent construction of the universe is explained as a self-restriction ofthis potential. In a realm of unbound ontological potential, defining a constraint is not as simple as merely writing it down; because constraints act restrictively on content, constraint and content must be defined simultaneously in a unified syntax-state relationship.

**Conspansive Duality**

This principle was to some extent adumbrated by the following wry quote attributed to Arthur Eddington38 regarding the expanding universe:

“We walk the stage of life, performers of a drama for the benefit of the cosmic spectator. As the scenes proceed he notices that the actors are growing smaller and the action quicker. When the last act opens the curtain rises on midget actors rushing through their parts at frantic speed. Smaller and smaller. Faster and faster. One last microscopic blur of intense agitation. And then nothing.”

Eddington’s surreal vision accompanied a tongue- in-cheek proposal that the theory of the expanding universe might be replaced by a theory of the “shrinking atom”. It was thus a bit overdone for the sake of humor. Indeed, Eddington was not sufficiently interested in the idea to develop its implications beyond a very rudimentary level. However, it turns out that he was skirting the edges of an important duality principle.

Cosmic expansion and ordinary physical motion have something in common: they are both what might be called *ectomorphisms*. In an ectomorphism, something is mapped to, generated or replicated in something external to it. However, the Reality Principle asserts that the universe is analytically self-contained, and ectomorphism is inconsistent with self-containment. Through the principle of conspansive duality, ectomorphism is conjoined with *endomorphism*, whereby things are mapped, generated or replicated within themselves. Through conspansive endomorphism, syntactic objects are injectively mapped into their own hological interiors from their own syntactic boundaries.

In the language of TD and CF duality, this shifts the emphasis from spacetime geometry to descriptive containment, and from constructive to filtrative processing. As a result, new states are formed within the images of previous states. Nothing moves or expands “through” space; space is state, and each relocation of an object is just a move from one level of perfect stasis to another. This ties conventional motion, in which worldlines are constructively created by additions of state in Minkowski diagrams, to differential endomorphism, in which the internal descriptive potentials of attributes are cumulatively restricted.

A (Minkowski) spacetime diagram is a kind of “event lattice” in which nodes represent events and their connective worldlines represent the objects that interact in those events. The events occur at the foci of past and future light cones to which the worldlines are internal. If one could look down the time axis of such a diagram at a spacelike cross section, one would see something very much like a Venn diagram with circles corresponding to lightcone cross sections. This rotation of the diagram corresponds to conspansive dualization, converting a spatiotemporal lattice of worldlines and events to a layered series of Venn diagrams.
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**Diagram 11**: In the above illustration, a spatial cross section of a spacetime diagram (blue line) is rotated towardthe viewer and displayed along the time axis (blue rectangle). The result is a Venn diagram in which circles represent objects and events, or (n>1)-ary interactive relationships of objects. That is, each circle depicts the “entangled quantum wavefunctions” of the objects which interacted with each other to generate it. The small dots in the centers of the circles represent the initial events and objects from which the circles have arisen, while the twin dots where the circles overlap reflect the fact that any possible new event, or interaction between objects involved in the old events, must occur by mutual acquisition in the intersect. The outward growth (or by conspansive duality, mutual absorption) of the circles is called *inner expansion*, while the collapse of their objects in new events is called *requantization* . The circles themselves are called IEDs, short for *inner expansive domains*, and correspond to pairs of interactive *syntactic operators* involved in generalized-perceptual events (note the hological “evacuation” and mutual absorption of the operators). Spacetime can be illustrated in terms of a layering of such Venn diagrams, mutual contact among which is referred to as “extended superposition” (in the real world, the Venn diagrams are 3-dimensional rather than planar, the circles are spheres, and “layering” is defined accordingly). Extended superposition “atemporally” distributes antecedent events over consequent events, thus putting spacetime in temporally-extended self-contact. In light of the *Telic Principle* (see below), this scenario involves a new interpretation of quantum theory, *sum over futures*. Sum over futures involves an atemporal generalization of “process”, *telic recursion*, through which the universe effects on-the-fly maximization of a global self-selection parameter, *generalized utility*.

In a Venn diagram, circles represent sets through their definitive attributes. The attributes represented by the circles are synetic (syntactically distributed and homogeneous with respect to potential differences of state), and the attribute represented by a particular circle is uniformly heritable by the elements of the set represented by any circle inside it. In the spatiotemporal Venn diagram just described, the circular lightcone cross sections correspond to objects and events relating in just this way. Because quantum -scale objects are seen to exist only when they are participating in observational events, including their “generalized observations” of each other, their worldlines are merely *assumed* to exist between events and are in fact syntactically retrodicted, along with the continuum, from the last events in which they are known to have participated. This makes it possible to omit specific worldlines entirely, replacing them with series of Venn diagrams in which circles inner-expand, interpenetrate and “collapse to points” at each interactive generalized-observational event. This scenario is general, applying even to macroscopic objects consisting of many particles of matter; the higher definition of the worldlines of macroscopic objects can be imputed to a higher frequency of collapse due to interactive density among their constituent particles.

The areas inside the circles correspond to event potentials, and where events are governed by the laws of physics, to potential instantiations of physical law or “nomological syntax”. Where each circle corresponds to two or more objects, it comprises object potentials as well. That is, the circular boundaries of the Venn circles can be construed as those of “potentialized” objects in the process of absorbing their spatiotemporal neighborhoods. Since the event potentials and object potentials coincide, potential instantiations of law can be said to reside “inside” the objects, and can thus be regarded as functions of their internal rules or “object syntaxes”. Objects thus become syntactic operators, and events become intersections of nomological syntax in the common value of an observable state parameter, position. The circle corresponding to the new event represents an attribute consisting of all associated nomological relationships appropriate to the nature of the interaction including conserved aggregates, and forms a pointwise (statewise) “syntactic covering” for all subsequent potentials.

Notice that in this scenario, spacetime evolves linguistically rather than geometrodynamically. Although each Venn circle seems to expand continuously, its content is unchanging; its associated attribute remains static pending subsequent events involving the objects that created it. Since nothing actually changes until a new event is “substituted” for the one previous, i.e. until a new circle appears within the old one by syntactic embedment, the circles are intrinsically undefined in duration and are thus intrinsically atemporal. Time arises strictly as an ordinal relationship among circles rather than within circles themselves. With respect to time-invariant elements of syntax active in any given state (circle), the distinction between zero and nonzero duration is intrinsically meaningless; such elements are heritable under substitution and become syntactic ingredients of subsequent states. Because each circle is structurally self-distributed, nothing need be transmitted from one part of it to another; locality constraints arise only with respect to additional invariants differentially activated within circles that represent subsequent states and break the hological symmetry of their antecedents. Conspansion thus affords a certain amount of relief from problems associated with so-called “quantum nonlocality”.

Because the shrinkage of an object within its prior image amounts to a form of logical substitution in which the object is Venn-diagrammatically “described” or determined by its former state, there is no way to distinguish between outward systemic expansion and inward substitution of content, or between the associated dynamical and logical “grammars”. This is merely a restatement of attributive duality; topological containment relations among point-sets are equivalent to descriptively predicating truth of statements asserting containment, and on distribution relationships among state-descriptors. In conjunction with the intrinsic symmetry of externally undefined systems, attributive duality eliminates any possible logical or geometric distinction between the outward expansion of a self-contained universe as its contents remain static in size, and a logical endomorphism in which the universe remains static while the states of its contents are recursively substituted for previous states.

It has already been noted in connection with MAP that where the external dimensions of a system are undefined, no distinction as to size can be made beyond the size ratio of the system to its contents. Consider a simple arithmetical analogy: 1/2 = 1000/2000 = 1(10 9999)/2(109999) = (…). Where the numerator and denominator of a fraction are both multiplied by a given number, the value of the fraction does not change; it is independent of distinctions involving the size of the multiplier. Similarly, the intrinsic proportionality of a self-contained system is independent of distinctions involving any external measure. This implies that with respect to a self-contained universe for which no external measure exists, no distinction can be made between the expansion of the system with respect to its contents, and the shrinkage of its contents with respect to it. In fact, because that which is undefined cannot change – there is nothing definite with respect to which change would be possible – apparent expansion of the container cannot be extrinsically defined, but implies a conspansively-equivalent intrinsic shrinkage of its contents.

Thus, conspansive duality relates two complementary views of the universe, one based on the external (relative) states of a set of objects, and one based on the internal structures and dynamics of objects considered as language processors. The former, which depicts the universe as it is usually understood in physics and cosmology, is called ERSU, short for *Expanding Rubber* *Sheet Universe*, while the latter is called USRE (ERSU spelled backwards), short for *Universe as a Self-Representational Entity*. Simplistically, ERSU is like a set, specifically a topological-geometric point set, while USRE is like a self-descriptive nomological language. Whereas ERSU expands relative to the invariant sizes of its contents, USRE “conspands”, holding the size of the universe invariant while allowing object sizes and time scales to shrink in mutual proportion, thus preserving general covariance.

This has certain interesting implications. First, whereas it is ordinarily assumed that the sizes of material objects remain fixed while that of the whole universe “ectomorphically” changes around them, conspansion holds the size of the universe changeless and endomorphically changes the sizes of objects. Because the universe now plays the role of invariant, there exists a global standard rate of inner expansion or mutual absorption among the contents of the universe (“c-invariance”), and due to syntactic covariance, objects must be resized or “requantized” with each new event according to a constant (time-independent) rescaling factor residing in global syntax. Second, because the rate of shrinkage is a constant function of a changing size ratio, the universe appears from an internal vantage to be accelerating in its “expansion”, leading to the conspansive dual of a positive cosmological constant.39

Conspansive duality, the role of which in the CTMU is somewhat analogous to that of the Principle of Equivalence in General Relativity, is the only escape from an infinite ectomorphic “tower of turtles”. Were the perceptual geometry of reality to lack a conspansive dual representation, motion of any kind would require a fixed spatial array or ectomorphic “background space” requiring an explanation of its own, and so on down the tower. Conspansion permits the universe to self-configure through temporal feedback. Each conspanding circle represents an event-potential corresponding to a certain combination of law and state; even after one of these intrinsically atemporal circles has “inner -expanded” across vast reaches of space and time, its source event is still current for anything that interacts with it, e.g. an eye catching one of its photons. At the same time, conspansion gives the quantum wave function of objects a new home: *inside the conspanding objects themselves*. Without it, the wave function not only has no home, but fails to coincide with any logically evolving system of predicates or “laws of physics”. Eliminate conspansion, and reality becomes an inexplicable space full of deterministic worldlines and the weighty load of problems that can be expected when geometry is divorced from logic.

Where reality is characterized by dual-aspect infocognitive monism (read on), it consists of units of infocognition reflecting a distributed coupling of transductive syntax and informational content. Conspansion describes the “alternation” of these units between the dual (generalized-cognitive and informational) aspects of reality, and thus between syntax and state. This alternation, which permits localized mutual refinements of cognitive syntax and informational state, is essential to an evolutionary process called *telic recursion*. Telic recursion requires a further principle based on conspansive duality, the *Extended Superposition Principle*, according to which operators can be simultaneously acquired by multiple *telons* , or spatiotemporally-extensive syntax-state relationships implicating generic operators in potential events and opportunistically guiding their decoherence.

Note that conspansion explains the “arrow of time” in the sense that it is not symmetric under reversal. On the other hand, the conspansive nesting of atemporal events puts all of time in “simultaneous self-contact” without compromising ordinality. Conspansive duality can be viewed as the consequence of a type of gauge (measure) symmetry by which only the relative dimensions of the universe and its contents are important.

**The Extended Superposition Principle**

In quantum mechanics, the *principle of superposition of dynamical states* asserts that the possible dynamical states of a quantized system, like waves in general, can be linearly superposed, and that each dynamical state can thus be represented by a vector belonging to an abstract vector space. The superposition principle permits the definition of so-called “mixed states” consisting of many possible “pure states”, or definite sets of values of state-parameters. In such a superposition, state-parameters can simultaneously have many values.

The superposition principle highlights certain problems with quantum mechanics. One problem is that quantum mechanics lacks a cogent model in which to interpret things like “mixed states” (waves alone are not sufficient). Another problem is that according to the uncertainty principle, the last states of a pair of interacting particles are generally insufficient to fully determine their next states. This, of course, raises a question: how are their next states actually determined? What is the source of the extra tie-breaking measure of determinacy required to select their next events (“collapse their wave functions”)?

The answer is not, as some might suppose, “randomness”; randomness amounts to acausality, or alternatively, to informational incompressibility with respect to any distributed causal template or ingredient of causal syntax. Thus, it is either no explanation at all, or it implies the existence of a “cause” exceeding the representative capacity of distributed laws of causality. But the former is both absurd and unscientific, and the latter requires that some explicit allowance be made for higher orders of causation…more of an allowance than may readily be discerned in a simple, magical invocation of “randomness”.

The superposition principle, like other aspects of quantum mechanics, is based on the assumption of physical *Markovianism*.40 It refers to mixed states between adjacent events, ignoring the possibility of nonrandom temporally-extensive relationships not wholly attributable to distributed laws. By putting temporally remote events in extended descriptive contact with each other, the Extended Superposition Principle enables coherent cross-temporal telic feedback and thus plays a necessary role in cosmic self-configuration. Among the higher-order determinant relationships in which events and objects can thus be implicated are utile state-syntax relationships called *telons*, telic attractors capable of guiding cosmic and biological evolution.

Given that quantum theory does not seem irrevocably attached to Markovianism, why has the possibility of higher-order causal relationships not been seriously entertained? One reason is spacetime geometry, which appears to confine objects to one-dimensional “worldlines” in which their state- transition events are separated by intervening segments that prevent them from “mixing” in any globally meaningful way. It is for this reason that superposition is usually applied only to individual state transitions, at least by those subscribing to conservative interpretations of quantum mechanics.

Conspansive duality, which incorporates TD and CF components, removes this restriction by placing state transition events in direct descriptive contact. Because the geometric intervals between events are generated and selected by descriptive processing, they no longer have separative force. Yet, since worldlines accurately reflect the distributed laws in terms of which state transitions are expressed, they are not reduced to the status of interpolated artifacts with no dynamical reality; their separative qualities are merely overridden by the state-syntax dynamic of their conspansive dual representation.

In extending the superposition concept to include nontrivial higher-order relationships, the Extended Superposition Principle opens the door to meaning and design. Because it also supports distribution relationships among states, events and syntactic strata, it makes cosmogony a distributed, coherent, ongoing event rather than a spent and discarded moment from the ancient history of the cosmos. Indeed, the usual justification for observer participation – that an observer in the present can perceptually collapse the wave functions of ancient (photon-emission) events – can be regarded as a consequence of this logical relationship.

**Supertautology**

Truth, a predicate representing inclusion in a domain, is the logical property by virtue of which one thing may be identified and distinguished from another at any level of resolution. All theories aim at truth, and reality theory is no exception. With respect to science, there is a problem with truth: beyond the level of direct observation, it cannot be certified by empirical means. To blame are various forms of uncertainty, model-theoretic ambiguity, and the problem of induction: scientific generalizations are circular insofar as they are necessarily based on the assumption that nature is uniform. The problem of induction effectively limits certitude to mathematical reasoning.

This is hardly surprising, for truth is ultimately a mathematical concept. In logic, truth is defined by means of always-true expressions called *tautologies*. A logical tautology possess three distinctive properties: it is descriptively universal, it is closed under recursive self-composition, and it is internally and externally consistent on the syntactic and semantic levels of reference. Since logic is the theory of truth, the way to construct a fully verifiable theory is to start with logic and develop the theory by means of rules or principles under which truth is heritable. Because truth is synonymous with logical tautology, this means developing the theory by adjoining rules which themselves have a tautological structure - i.e., which are universal, closed and consistent - and logically extracting the implications. A theory of reality constructed in this way is called a *supertautology*.

In a supertautological theory of reality, it is unnecessary to assume the uniformity of nature with respect to certain kinds of generalization. Instead, such generalizations can be mathematically deduced…e.g. nomological covariance, the invariance of the rate of global self-processing (c-invariance), and the internally-apparent accelerating expansion of the system.

**Reduction and Extension**

The greatest theoretical advances have typically been associated with two complementary processes, *reduction* and *extension*. The conceptual components of a theory are *reduced* to more fundamental components, and the theory *extended* by the emergence of new and more general relationships among them. The CTMU reduces reality to self-transducing information and ultimately to telesis, using the closed, reflexive syntactic structure of the former as a template for reality theory.

In science, everything requires an explanation…even explanations. Not only do observations demand explanatory theories, but theories require explanations of their own. Unfortunately, it is sometimes forgotten that until something has been explained in an explicable way, it has not been properly explained at all. If a theory is not self-explanatory, then it must be reduced to a more fundamental theory that explains it; otherwise, it merely relies on assumptions.

E.g., consider an explanation to the effect that “birds can fly because they have wings”. Without an explanation of atmospheric resistance, this explanation is incomplete; it contains no explanation of why or how wings enable flight, merely relying on the assumption that they do. Therefore, while it is true as far as it goes, it leaves out crucial supporting knowledge and cannot stand alone. Concisely, every theory Ti+1 that is not self-explanatory must be reducible to a more fundamental theory Ti that explains and supports it, so that Ti Ti+1, and this explanatory regress can only end with a self-explanatory theory T0.

This fact is very frequently forgotten in evolutionary biology, where (e.g.) details of molecular structure and dynamics are used to explain organic phenomena. Although these details come from the more fundamental theories of quantum chemistry and physics, they will never constitute a satisfactory explanation of life until they incorporate not only an explanation of physics and chemistry, but reality at large. This is true because physical (observable) reality is not a complete model for physics and thus is not self-contained with respect to explanation - in this sense, any exclusively materialistic interpretation of physical theory is *prima facie* absurd - and because physics is a non-self-explanatory theory regardless of model. To explain organic phenomena using natural selection, one needs an explanation for natural selection, including the “natural selection” of the laws of physics and the universe as a whole.

Theoretical reduction involves a regressive unbinding of progressive informational constraints in order to achieve increasingly basic explanations. Closed theoretical signatures are ripped open

and reduced to more basic concepts that can be reformed into more basic and expressive signatures. However, the informational part of the regress terminates where further reduction would compromise intelligibility; there can be no further reductive regress through increasingly fundamental theoretic strata once the requirements of regression, reduction, theorization and stratification have themselves been lost. Beyond this point, infocognition gives way to informational and cognitive potential, or telesis.

The process of reducing distinctions to the homogeneous syntactic media that support them is called *syndiffeonic regression*. This process involves *unisection*, whereby the rules of structure and dynamics that respectively govern a set of distinct objects are reduced to a “syntactic join” in an infocognitive lattice of syntactic media. Unisection is a general form of reduction which implies that all properties realized within a medium are properties of the medium itself.

Where emergent properties are merely latent properties of the teleo-syntactic medium of emergence, the mysteries of emergent phenomena are reduced to just two: how are emergent properties anticipated in the syntactic structure of their medium of emergence, and why are they not expressed except under specific conditions involving (e.g.) degree of systemic complexity?

**The Principle of Infocognitive Monism**

Where language consists of information and information has linguistic structure, the Principle of Linguistic Reducibility implies that information is as fundamental as language. Insofar as we cannot understand reality except in theoretical (linguistic, informational) terms, this permits us to cast reality as a “self-processing language”, or self-defining, self-explaining, self-modeling theory-universe ensemble, without fear of being proven wrong by some alternate theoretical reduction. However, the linguistic reduction of reality is superficially macroscopic. Just as a perfectly self-contained language must be self-processing (for lack of anything external to process it), so must the information of which it consists. This leads to the concept of *self-processing information*, and ultimately to a microscopic (quantum) theory of information.

It is easy to show that information is self-processing. Structure is attributive; the parts of any structure possess attributes that position them or otherwise define them relative to other parts. To be meaningful and thus informative, information must have structure; therefore, information must possess attributes. Attributive relationships, intrinsic or otherwise, must conform to the logical rules that govern attribution, i.e. to an attributive logical syntax incorporating the propositional and predicate calculi. So information can exist only in conjunction with attributive logical syntax. Because it necessarily incorporates attributive syntax, it has enough native self-processing capacity to maintain its intrinsic structure, which is precisely what it must do to qualify as “informational”.

Because cognition and generic information transduction are identical up to isomorphism – after all, cognition is just the specific form of information processing that occurs in a mind – information processing can be described as “generalized cognition”, and the coincidence of information and processor can be referred to as *infocognition*. Reality thus consists of a single “substance”, infocognition, with two aspects corresponding to *transduction* and *being transduced* . Describing reality as infocognition thus amounts to (infocognitive) *dual aspect monism*. Where infocognition equals the distributed generalized self-perception and self-cognition of reality, infocognitive monism implies a stratified form of “panpsychism” in which at least three levels of self-cognition can be distinguished with respect to scope, power and coherence: *global, agentive* and *subordinate*.

Ultimately, the conceptual shift from information to self-transducing information requires extensions of information-intensive theories including the theories of information, computation and cybernetics. The problem stems from the fact that as it is understood in these fields, information is a limited concept based on an engineering model in which the existence of senders, receivers, messages, channels and transmissive media is already conveniently given, complete with all of the structural and dynamical laws required to make them work together. Moreover, the bit structure specified in this model relates to the actual structure of information the way propositional logic relates to logic as a whole, including the predicate calculus and model theory. To wit, only a single level of structure and functionality is considered, and attribution is primarily limited to just a pair of central predicates common to both theories, *True* / *False* = 1 / 0. Just as sentential logic concerns itself only with the functorial relationships of sentential variables and ignores their content, information theory concerns itself only with the probabilities of symbols in message strings and ignores the details of syntactic and semantic structure and processing.
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**Diagram 12**: Sentential logic and information theory both ignore entire levels of structure in order to reduce theuniverse to 1s and 0s. In sentential logic, sentential variables are distinguished only by whether they are true or false (1 or 0), while the standard theory of information, along with the theories of computation and cybernetics, deals with “raw data” expressed or “encoded” in the most basic possible terms, namely the binary digits 1 and 0. While the role of these “bits” is to reduce uncertainty regarding specific items of content, certain essential details of syntactic and semantic structure and processing, and more specific relationships among variables and data, are conveniently omitted. The red question marks indicate that neither sentential logic nor information theory fully explains itself, its model or its medium. [Diagram partially adapted from Shannon, C.E. (1948), “A Mathematical Theory of communication”, *Bell System Technical Journal,* vol. 27, pp. 379-423 and 623-656.]

However, the most interesting part of the analogy is its logical extension. Just as sentential logic is naturally extended to encompass the levels of attribution associated with predicate logic and model theory, the theory of information can be naturally extended to encompass deeper levels of attribution…in fact, the same two levels adjoined to sentential logic.

Retooling the information concept consists of three steps. First, it must be equipped with the means of its own *transduction* or transformative processing. Where information transduction is (cognitively) recognized as *generalized cognition*, this amounts to replacing it with a dual-aspect quantum of reflexivity, *infocognition*, which embodies telic feedback. Second, its bit structure, a simplistic and rather uninspired blend of 2-valued propositional logic and probability theory, must be extended to accommodate logic as a whole, including (1) predicate logic, (2) model theory and

(3) language theory, broadly including the theories of mathematical languages, metalanguages and generative grammars. After all, since information does nothing but attribute *linguistically*-organized *predicates* to objects in the context of *models*, its meaning involves the mathematics of predicates, languages and models. And third, it must be generalized to an ultimate ancestral medium, *telesis*, from which cognitive syntax and its informational content arise by specificative feedback as part of a unified complex…a recursive coupling of information and *metainformation*, or transductive syntax.

This retooling is accomplished by associating information with reflexive *syntactic operators* (units of coherent infocognition) in a reflexive linguistic structure, *Self-Configuring Self-Processing* *Language* (SCSPL), that incorporates its own model and is thus identical to its universe. SCSPLevolves by *conspansion* (material contraction *qua* spatial expansion), a structured grammatical alternation between a linguistic “output” phase (classical reality) consisting of the observable states or external relationships of syntactic operators, and a “production phase” that transforms one state to another.

This being said, there is a sense in which infocognitive monism well agrees with the thesis that bits are universal descriptors of reality: because the bit values 1 and 0 are analogous to the truth values of 2-valued logic, the fact that perceptual reality is described by 2-valued logic implies that it can be described in terms of bits. However, while reality at large is defined by relevance to perceptual reality in the relativistic sense, it does not consist of perceptual reality alone.

**Telic Reducibility and Telic Recursion**

Telic recursion is a fundamental process that tends to maximize a cosmic self-selection parameter, *generalized utility*, over a set of possible syntax-state relationships in light of the self-configurative freedom of the universe. An inherently “quantum” process that reflects the place of quantum theory in SCSPL, telic recursion is a “pre-informational” form of recursion involving a combination of hology, telic feedback and recursive selection acting on the informational potential of MU, a primal syndiffeonic form that is symmetric with respect to containment.

Where perceptual reality consists of infocognition (self-transducing information), explaining the genesis and evolution of reality amounts to explaining the genesis and evolution of infocognition. Because generalized cognition (information processing) is *temporal*, while information locates objects or message units in attributive *spaces*, information and cognition are respectively spatial and temporal in nature; infocognition is analogous to spacetime, and spacetime is infocognitive. It follows that perceptual reality consists not merely of infocognition but of spacetime, and that seeking an explanation of the genesis and evolution of reality amounts to seeking an explanation of the genesis and evolution of spacetime *qua* infocognition…i.e., to cosmology in the context of information transduction.

Cosmology, humanity’s grand attempt to explain the origin and nature of the universe, has traditionally amounted to the search for a set of “ultimate laws” capable of explaining not only how the universe currently functions, but how it came to be. Unfortunately, even were such a set of laws to be found, the associated explanation could not be considered adequate until the laws themselves were explained, along with the fundamental objects and attributes on which they act. This gives rise to what seems like an imponderable question: how can a set of laws, objects and attributes be explained except by invoking another set of laws in the form of an explanatory syntax that would itself demand an explanation, and so on *ad infinitum*?

The answer is hiding in the question. Laws do not stand on their own, but must be defined with respect to the objects and attributes on which they act and which they accept as parameters. Similarly, objects and attributes do not stand on their own, but must be defined with respect to the rules of structure, organization and transformation that govern them. It follows that the active medium of cross-definition possesses logical primacy over laws and arguments alike, and is thus pre-informational and pre-nomological in nature…i.e., *telic*. *Telesis*, which can be characterized as “infocognitive potential”, is the primordial active medium from which laws and their arguments and parameters emerge by mutual refinement or *telic recursion*.

In other words, telesis is a kind of “pre-spacetime” from which time and space, cognition and information, state-transitional syntax and state, have not yet separately emerged. Once bound in a primitive infocognitive form that drives emergence by generating “relievable stress” between its generalized spatial and temporal components - i.e., between state and state-transition syntax – telesis continues to be refined into new infocognitive configurations, i.e. new states and new arrangements of state-transition syntax, in order to relieve the stress between syntax and state through telic recursion (which it can never fully do, owing to the contingencies inevitably resulting from independent telic recursion on the parts of localized subsystems). As far as concerns the primitive telic-recursive infocognitive MU form itself, it does not “emerge” at all except intrinsically; it has no “external” existence except as one of the myriad possibilities that naturally exist in an unbounded realm of zero constraint.

Telic recursion occurs in two stages, *primary* and *secondary* (global and local). In the primary stage, universal (distributed) laws are formed in juxtaposition with the initial distribution of matter and energy, while the secondary stage consists of material and geometric state-transitions expressed in terms of the primary stage. That is, where universal laws are syntactic and the initial mass-energy distribution is the initial state of spacetime, secondary transitions are derived from the initial state by rules of syntax, including the laws of physics, *plus* telic recursion. The primary stage is associated with the global telor, reality as a whole; the secondary stage, with internal telors (“agent-level” observer-participants). Because there is a sense in which primary and secondary telic recursion can be regarded as “simultaneous”, local telors can be said to constantly “create the universe” by channeling and actualizing generalized utility within it.
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**Diagram 13**: The above diagram illustrates the relationship of primary and secondary telic recursion, with thelatter “embedded in” or expressed in terms of the former. The large circles and arrows represent universal laws (distributed syntax) engaged in telic feedback with the initial state of spacetime (initial mass-energy distribution), while the small circles and arrows represent telic feedback between localized contingent aspects of syntax and state via conspansion. The primary stage maximizes global generalized utility on an *ad hoc* basis as local telors freely and independently maximize their local utility functions. The primary- stage counterparts of inner expansion and requantization are called *coinversion* and *incoversion*. It is by virtue of telic recursion that the SCSPL universe can be described as its own self-simulative, self-actualizative “quantum protocomputer”.

Deterministic computational and continuum models of reality are recursive in the standard sense; they evolve by recurrent operations on state from a closed set of “rules” or “laws”. Because the laws are invariant and act deterministically on a static discrete array or continuum, there exists neither the room nor the means for optimization, and no room for self-design. The CTMU, on the other hand, is conspansive and telic-recursive; because new state-potentials are constantly being created by evacuation and mutual absorption of coherent objects (syntactic operators) through conspansion, metrical and nomological uncertainty prevail wherever standard recursion is impaired by object sparsity. This amounts to self-generative freedom, hologically providing reality with a “self-simulative scratchpad” on which to compare the aggregate utility of multiple self-configurations for self-optimizative purposes.

Standard recursion is “Markovian” in that when a recursive function is executed, each successive recursion is applied to the result of the preceding one. Telic recursion is more than Markovian; it self-actualizatively coordinates events in light of higher-order relationships or *telons* that are invariant with respect to overall identity, but may display some degree of polymorphism on lower orders. Once one of these relationships is nucleated by an opportunity for telic recursion, it can become an ingredient of syntax in one or more telic -recursive (global or agent-level) operators or *telors* and be “carried outward” by inner expansion, i.e. sustained within the operator as itengages in mutual absorption with other operators. Two features of conspansive spacetime, the atemporal homogeneity of IEDs (operator strata) and the possibility of extended superposition, then permit the telon to self-actualize by “intelligently”, i.e. telic-recursively, coordinating events in such a way as to bring about its own emergence (subject to various more or less subtle restrictions involving available freedom, noise and competitive interference from other telons). In any self-contained, self-determinative system, telic recursion is integral to the cosmic, teleo-biological and volitional41 levels of evolution.

**The Telic Principle**

Restricted to the teleological (“Why?”) level of explanation, MAP yields the *Telic Principle*: the universe configures itself according to the requirement that it self-select from a background of undifferentiated ontological potential or *telesis* . This requirement, amounting to a need for *self-actualization* and *self-expression*, is implicit in the MU form. The Telic Principle is responsible forconverting potential to actuality in such a way as to maximize a universal self-selection parameter, *generalized utility*.

*Teleology* , the idea that the universe has a purpose which explains its existence and guides itsevolution, some time ago began losing sway in the court of scientific opinion. Although it was at first assumed that a more neutral, less “theological” explanation for the existence of man and the universe would come along to fill the resulting explanatory void, it eventually became evident that no such replacement was conveniently falling out of the equations; some amount of higher-level interpretation would be required in any case. This marked the rise of the so-called *Anthropic* *Principle*, which now comes in several flavors including “weak”, “strong”, “final”, and that favoredby Wheeler, “participatory”.

The initial (weak) version, the *Weak Anthropic Principle* or WAP, begins with the trivial if somewhat Bayesian point that our cosmological observations of the universe reveal a capacity for life “because” a life-bearing universe is the only kind of universe in which there are living beings able to make cosmological observations. But while this seems to imply that there exists a domain of many universes in which such a universe can be passively distinguished by the circumstantial constraint that it contain living observers, the WAP offers no ready explanation for such a domain. Indeed, to those not convinced of its virtues, the WAP almost seems to add an unnecessary dose of explanatory red ink to the cosmological ledger.

The *Strong Anthropic Principle* (SAP) eliminates much of this red ink by making a more extreme claim, asserting that the existence of intelligent life is not just a circumstantial selection principle, but a *sine qua non* of cosmic existence. In effect, this limits the set of possible universes to just those which are capable of producing life. However, this leads to problems. How can the idea that living observers are necessary for the existence of the universe be squared with the idea that objective reality is essentially independent of observation and those who observe it? And how does intelligent life, which seems to have evolved billions of years after the universe was born, play any kind of causal role in cosmology? Is some sort of “time travel” occurring? Selection is one thing; retroactive self-generation is quite another.

It has often been remarked that the anthropic principles employ circular reasoning. I.e., they seem to take that which they purport to explain, the observable fact that the universe is “fine-tuned” to support life, as a premise, asserting that living beings observe the universe to be friendly to life “because” life is present in the universe to make this observation. In other words, we are here to observe the universe, and the universe is here to let us observe it, because we are here to observe the universe! Unfortunately, the anthropic principles lack something that they would need to make this work: a circular model to which their loop-like reasoning can be consistently mapped. Quite simply, the type of causal circularity they suggest is at odds with the “arrow of time” and other aspects of the prevailing non-circular models of time and space.

Because circular arguments are self-justifying and resistant to falsification, it is frequently assumed that tautology and circular reasoning are absolute theoretical evils. But this is far from the case, for logic and mathematics are almost completely based on circularity. Truth and logical tautology, recursion and iteration, algebraic and topological closure…all involve it to some degree. The problems arise only when circular reasoning is employed without the assurance of full mathematical generality, incorporating false claims of universality on (what may be) non-universal premises.

Unfortunately, not even valid tautologies are embraced by the prevailing school of scientific philosophy, falsificationism. While non-universal tautologies are rightly forbidden due to their resistance to falsificative procedures that would reveal their limitations, universal tautologies are pronounced “scientifically uninteresting” for much the same reason. But in fact, science could exist in no way, shape or form without them. The very possibility of a scientific observation is utterly dependent on the existence of tautological forms on which to base a stable, invariant syntax of perception. This raises the possibility that falsificationist thinking has accidentally obscured the true place of tautological reasoning in cosmology.

If the universe is really circular enough to support some form of “anthropic” argument, its circularity must be defined and built into its structure in a logical and therefore universal and necessary way. The Telic principle simply asserts that this is the case; the most fundamental imperative of reality is such as to force on it a supertautological, conspansive structure. Thus, the universe “selects itself” from *unbound telesis* or UBT, a realm of zero information and unlimited ontological potential, by means of *telic recursion*, whereby infocognitive syntax and its informational content are cross-refined through telic (syntax-state) feedback over the entire range of potential syntax-state relationships, up to and including all of spacetime and reality in general.

The Telic Principle differs from anthropic principles in several important ways. First, it is accompanied by supporting principles and models which show that the universe possesses the necessary degree of circularity, particularly with respect to time. In particular, the Extended Superposition Principle, a property of conspansive spacetime that coherently relates widely-separated events, lets the universe “retrodict” itself through meaningful cross-temporal feedback. Moreover, in order to function as a selection principle, it generates a generalized global selection parameter analogous to “self-utility”, which it then seeks to maximize in light of the evolutionary freedom of the cosmos as expressed through localized telic subsystems which mirror the overall system in seeking to maximize (local) utility. In this respect, the Telic Principle is an ontological extension of so-called “principles of economy” like those of Maupertuis and Hamilton regarding least action, replacing least action with deviation from generalized utility.

In keeping with its clear teleological import, the Telic Principle is not without what might be described as theological ramifications. For example, certain properties of the reflexive, self-contained language of reality – that it is syntactically self-distributed, self-reading, and coherently self-configuring and self-processing – respectively correspond to the traditional theological properties *omnipresence, omniscience* and *omnipotence*. While the kind of theology that this entails neither requires nor supports the intercession of any “supernatural” being external to the real universe itself, it does support the existence of a *supraphysical* being (the SCSPL global operator-designer) capable of bringing more to bear on localized physical contexts than meets the casual eye. And because the physical (directly observable) part of reality is logically inadequate to explain its own genesis, maintenance, evolution or consistency, it alone is incapable of properly containing the being in question.

**Some Background**

A review of the standard computational theory of language may prove useful. Computation theory recognizes two general types of automata, *transducers* and *acceptors*. Transducers convert input to output, while acceptors classify or “recognize” input consisting of strings of symbols without necessarily producing output.

A *finite transducer* is a 5-tuple ( Σ,Q,Γ ,δ,ω), where Σ is a finite nonempty input alphabet, Q is a finite nonempty state set, Γ is a finite nonempty output alphabet, δ:Q × Σ ∅ Q is the state transition function, and ω:Q × Σ ∅ Γ is the output function. To this we can add a start state q0. Finite transducers ultimately rely on mechanical laws to function, transforming informational input to informational output by transforming their own states.

A *finite acceptor* is a 5-tuple (Q,Σ ,δ,q0,A), where Q is a nonempty finite set of internal states, Σ is an alphabet, q0, is the start state, and A ⊆ Q is the set of accepting states. The range of the transition mapping δ determines the type of acceptor; it is *deterministic* if δ:Q×Σ∅Q, and *nondeterministic* ifδ:Q×Σ∅2Q(where 2Qrepresents the power set of possible states). Adeterministic finite acceptor (Q,Σ,δ,q0,A) *accepts* a string x ∈ Σ\* iff δ(q0,x)∈A. A *language* is the set of strings accepted by a given automaton or class of automata.

Languages are generated by grammars. In the computational theory of language, a *generative* (or *phrase structure*) *grammar* G is a 4-tuple (N,T,P,σ) consisting of (1) a finite set N of *nonterminals*; (2) a finite nonempty set T of *terminals*, with N∩T=∅and N∪T = A (the total *alphabet* of the grammar); (3) a finite set of *productions* P⊂((N∪T)\*\T\*)×(N∪T)\* consisting ofnonterminal arguments and their possibly terminal transforms; and (4) an element σ of N called the *starting symbol*. The implementation of such a grammar is a deductive process leading from the general to the specific; starting from the most general symbol σ (which stands for “sentence”), increasingly specific productions lead to a terminal configuration. The production (x,y), often written x∅y, signifies replacement of x by y, or equivalently, the *substitution* of y for x. Where A\* denotes the set of all strings or “words” in A, and A\*\T\* denotes the complement of T\* in A\*, a word w∈(A\*\T\*) *generates* another word w’ if w=w1Xw2, w’=w1X’w2, and X∅X’ is a production.

The theory of generative grammars classifies them according to the least powerful acceptor that can recognize the languages they generate. Type 0 grammars generate unrestricted languages requiring a universal computer (Turing machine) with unlimited memory; type 1 grammars generate context-sensitive languages requiring a linear-bounded automaton with memory proportional to word length; type 2 grammars generate context-free languages requiring a pushdown automaton with a memory stack in which a fixed number of elements are available at any point; and type 3 grammars generate regular languages requiring a finite deterministic automaton with no memory.

There is an obvious parallel between the states and state transitions of automata, and the strings and productions of a grammar. An automaton processes input strings through its internal states, expressing them in terms of its own “internal language”. Indeed, a physical automaton in the act of processing an input string can be seen as a dynamic linguistic stratification incorporating the input language, the mutable programming of the automaton (including assembly and machine code), its hard-wired architecture, the nomological language consisting of the laws of physics according to which the hardware functions, and any “metaphysical” level of language necessary to define and maintain the laws of physics themselves. Since each language in this sequence is expressed in terms of the next one after it, the languages form a “descriptive nesting” in which the syntax of each distributes over all of those preceding it.

The *syntax* of a language consists of its grammar and the structure of its expressions. That is, a syntax is a compilation of the spatial (structural) and temporal (grammatical, transformational) rules of the associated language; its rules are invariant, general, and distributive with respect to the entire set of expressions comprising the language. This concept is as meaningful for automata as it is for the languages they process, applying to every level of the linguistic stratification just described. For example, where the concept of general covariance expresses the general and distributive nature of the laws of physics, these laws can be regarded as a “syntax” unto themselves, and so can the more general mathematical laws applying to the various mathematical structures to which the laws of physics implicitly refer.

Physics and mathematics are usually viewed not as languages, but as theories. Even though they are necessarily expressed in terms of language, they are usually considered “more specific”. But like automata, they too meet linguistic criteria. For instance, mathematical theories have syntaxes consisting of axioms and rules of inference, and various derived expressions such as definitions, theorems and corollaries. More generally, a theory is simply an informational construct that plays a direct definitive, descriptive or explanatory role with respect to something that needs to be defined, described or explained. Because theories consist of recognizable strings of symbols taking the form of statements and equations and obey “syntaxes” consisting of axioms, principles, hunches or rules of thumb, and in fact share their syntaxes with the objects of theorization up to descriptive isomorphism, they are languages. Indeed, the very requisites of theorization, namely perception and cognition, are languages in the sense that they consist of sensory or conceptual “expressions” and conform to logical and nonlogical syntaxes consisting of general rules of structure and operation, including (but not necessarily limited to) the physical structures and dynamics of our brains and nervous systems.

Let us quickly review some of the technical details of theoretical languages. A mathematical theory consists of propositions containing basic predicates and functions representing fundamental concepts. For example, set theory is based on the concept of *membership* (∈); geometry is strongly dependent on primitive concepts like *angle* and *distance*; and elementary arithmetic incorporates the more or less basic concepts of *addition, multiplication* and *order* (<). The symbols that stand for these concepts, sometimes called *nonlogical constants*, form the *signature* Σof the theory. This signature includes symbols for relations, functions and individuals,each with an “arity” or valence. Beyond its signature, a mathematical theory contains *variables* (preassigned symbols denoting objects from a previously specified domain) for individuals represented by symbols like (x,y,z,…), logical symbols (logical constants) like (~, ∧,∨,→,↔,=,∃,∀), and auxiliary technical symbols.42

An *elementary language* LΣ (language of the predicate calculus) can be defined as a set of expressions or propositional forms incorporating these logical and nonlogical symbols and their syntactic rules. The terms of LΣ are defined as follows: (1) variables and constants for individuals are terms; (2) if F is an n-ary function symbol and t1,…,tn are terms, then Ft1,…,tn is a term; (3) a sequence of symbols is a term *iff* it conforms to 1 and 2. The expressions of LΣ are characterized thusly: (1) Where R is an n-ary relation symbol and t1,…,tn are terms, Rt1,…,tn is an *atomic* *expression* (i.e., an instance of attribution). (2) If A and B are expressions, then so are ~A, (A∧B),(A∨B), (A→B), and (A↔B). (3) If A(x) is an expression containing the variable x, but not ∃x or ∀x, then so are ∃xA(x) and ∀ xA(x). (4) A sequence of symbols is an expression only if formed in accordance with 1-3. By nature, the languages of predicate logic are descriptive; their expressions describe relationships holding within various mathematical structures.43

It should now be clear that in order to define a theoretical language, one simply creates a syntax for it by extending the syntax of logic to accommodate the spatial and temporal relationships necessarily holding among its nonlogical constants under all (or at least most) logical circumstances within the intended scope of the theory. Like the syntax of logic itself, which is a theory of descriptive inclusion or “truth” based on the cognitive and perceptual need to distinguish *that which is* from *that which is not*, the syntax of a theoretical language is also based oningredients and imperatives of cognitive and perceptual reality. We have already remarked on the equivalence of automata and languages; the states and state transitions of automata parallel the strings and productions of a grammar. To find the theoretical language describing any class

of tranducers, we need merely adjoin to the syntax of logic the nonlogical descriptors of their transductive structures and processes.

The primary transducers of the overall language of science are scientists, and their transductive syntax consists of the syntax of generalized scientific observation and theorization, i.e. perception and cognition. We may therefore partition or stratify this syntax according to the nature of the logical and nonlogical elements incorporated in syntactic rules. For example, we might develop four classes corresponding to the fundamental trio *space, time* and *object*, a class containing the rules of logic and mathematics, a class consisting of the perceptual qualia in terms of which we define and extract experience, meaning and utility from perceptual and cognitive reality, and a class accounting for more nebulous feelings and emotions integral to the determination of utility for qualic relationships.44 For now, we might as well call these classes STOS, LMS, QPS and ETS, respectively standing for *space-time-object syntax*, *logico- mathematical syntax*, *qualio-perceptual syntax*, and *emo- telic syntax*, along with a high-level interrelationship of thesecomponents to the structure of which all or some of them ultimately contribute. Together, these ingredients comprise the *Human Cognitive-Perceptual Syntax* or HCS.45

As every language user is aware, there is more to language processing than recognition and transduction. There is also *communication*. The concepts of language and communication are inseparable; languages are abstract structures through which communication is effected, and communication involves exchange of input and output by language users. Any time we have a syntax, a set of representative expressions conforming to it, and a set of language processors, we have a language and the possibility of meaningful communication among its processors. Where communication conveys information and information represents relationships, communication is about more than just the states of communicators; it can carry any information representing any kind of relationship. Accordingly, communicators not only accept and transduce language, but use it to represent to each other their views of the world.

The communication paradigm is perfectly general and holds on all scales. It applies not merely on the level of expressions exchanged by communicators, but even on the level of basic status information exchanged by the interactive processing elements of an automaton. That is, language processing itself can be regarded as a form of communication; in order to actualize a language through some form of processing, it must be intersected with a processing system that functions through operational communication among its parts. A universal machine, for example, is a “self-communication system” relaying information among its abstract components (indeed, communication is the very embodiment of the three basic operations of a universal computer, namely *read, write* and *relocation*). The structural and dynamical rules of language processors thus correspond directly to the syntaxes of languages; both kinds of system evolve by communicative intersection of syntax and state (or content). It follows that languages and automata can be treated on a par, and that since automata can be treated as self-communication systems, so can languages.

In the technical descriptions of automata and languages outlined above, a certain model of the world is implicit. Automata accept input from the outside world, transform it through their internal states, and (sometimes) return the result to the outside world when they are finished. Language and information are either *inside* or *outside* the automata, and they are inside only part of the time. The rest of the time, the information is presumably either lying around someplace else in the environment or en route from one place to another. But where communication happens on all scales, the distinction between *inside* and *outside* is not so clear. The languages communicated among language users and processors, and the languages embodied by users and processors themselves, occupy an overall medium with a unified communicative syntax largely indifferent to the distinction.

The laws that govern a system may be reposed in the space that contains its objects, or in the objects themselves. Classical physics reposes everything in space, applying spatial concepts like vectors and tensors to fields outside the objects. However, it is possible to apply a logical

transformation which inverts this picture, turning it “outside-in”. This results in a “distributed subjectivization” in which everything occurs *inside* the objects; the objects are simply defined to consistently internalize their interactions, effectively putting every object “inside” every other one in a generalized way and thereby placing the *contents* of space on the same footing as that formerly occupied by the containing space itself. Vectors and tensors then become descriptors of the internal syntactic properties and states of objects. In effect, the universe becomes a “self-simulation” running *inside* its own contents.

This view, which is complementary to the conventional geometric one, is called *transductive* *algebra*. The “dual” relationship between geometry and transductive algebra is called *conspansive duality*. In conjunction with other principles including hology and SCSPL-infocognitive-telic reducibility, conspansive duality can afford fresh insight on the nature of reality and the physical world. One simply takes the conventional picture, turns it outside-in, puts the two pictures together, and extracts the implications. The relationship of this new picture to the old one is extensional rather than competitive, embedding the geometric model in a larger and more complete conspansive model uniting it with its dual model. In any case, all equivalent models are on an equal footing, and the only scientific hypotheses on which doubt could be shed as a result of this extension are those based on the fallacious assumption that the geometric model is the “whole story”.

**Introduction to SCSPL**

According to the Reality Principle, the universe is self contained, and according to infocognitive monism, it regresses to a realm of nil constraint (*unbound telesis* or UBT) from which it must refine itself. According to the Telic Principle, which states that the universe must provide itself with the means to do this, it must make and realize its own “choice to exist”; by reason of its absolute priority, this act of choice is identical to that which is chosen, i.e. the universe itself, and thus reflexive. I.e., “existence is everywhere the choice to exist.” Accordingly, the universe must adopt a reflexive form in which it can “select itself” for self-defined existence, with the selection function identical to that which is selected. This means that it must take a certain general or “initial” form, the *MU form*, which contains all of the requisites for generating the contents of reality. Due to hology, whereby the self-contained universe has nothing but itself of which to consist, this form is self-distributed.

One might at first be tempted to object that there is no reason to believe that the universe does not simply “exist”, and thus that self-selection is unnecessary. However, this is not a valid position. First, it involves a more or less subtle appeal to something external to the universe, namely a prior/external informational medium or “syntax” of existence; if such a syntax were sufficiently relevant to this reality, i.e. sufficiently real, to support its existence, then it would be analytically included in reality (as defined up to perceptual relevance). Second, active self-selection is indeed necessary, for existence is not merely a state but a process; the universe must internally distinguish *that which it is* from *that which it is not*, and passivity is ruled out because it would again imply the involvement of a complementary active principle of external origin.

By the Principle of Linguistic Reducibility, reality is a language. Because it is self-contained with respect to processing as well as configuration, it is a *Self-Configuring Self- Processing Language* or SCSPL whose general spatiotemporal structure is hologically replicated everywhere within it as self-transductive syntax. This reduces the generative phase of reality, including physical cosmogony, to the generative grammar of SCSPL. This reality-generative grammar is called *Γ* *grammar* , and the MU form, being the most general or prior form of reality, is its basis. By thePrinciple of Infocognitive Monism and the hology of MU, SCSPL consists of MU-configured infocognition, and Γ grammar describes the generation and transformation of this universal constituent. SCSPL is not an ordinary language, and Γ grammar is not an ordinary generative grammar. The reasons come down to the inherent limitations of computational language theory. In standard computation theory, a language consists of the set of strings accepted by a given automaton or class of automata; e.g., a language L is called “regular” if there is a finite-state automaton that accepts it. However, this approach is inadequate for SCSPL. First, it centers on *computation*, a general type of information processing associated with an abstract automaton, the Turing machine or “universal computer”, that could never have generated the informational structure of the real universe. Being an informational and metainformational (syntactic) construct, the universal computer can itself account for the genesis of neither syntax nor information. Second, unlike ordinary languages, the reality-language cannot rely on an external mind or automaton or preexisting hardware substrate for recognition and processing. Since any processor real enough to recognize and process reality is necessarily a *part* of reality, the language-processor distinction is without ontological force.

Thus, while ordinary discrete models of reality rely heavily on the language-processor distinction, SCSPL incurs no such debt. For example, cellular automaton models typically distinguish between a spatial array, the informational objects existing therein, and the distributed set of temporal state-transition rules by which the array and its contents are regulated. In contrast, SCSPL regards language and processor as aspects of an underlying infocognitive unity. By conspansive (ectomorphism- endomorphism) duality, SCSPL objects contain space and time in as real a sense as that in which spacetime contains the objects, resulting in a partial identification of space, time and matter. SCSPL is more than a reflexive programming language endowed with the capacity for computational self-execution; it is a protocomputational entity capable of telic recursion, and thus of generating its own informational and syntactic structure and dynamics.

Whereas ordinary computational models are informational and syntactic in character, the protocomputational nature of SCSPL requires a generalization of information and syntax. With respect to the origin or ultimate nature of perceptual reality, explanation is a reductive/inductive process that regressively unbinds constraints in order to lay bare those of highest priority and generality. This process eventually leads to the most basic intelligible descriptor that can be formulated, beyond which lies only the unintelligible. This marks the transition from information and syntax to a convergent reductive generalization, *telesis*.46

This points to a universal property of language: it is dynamic. While it is often conveniently assumed that languages are timeless Platonic ideals that waft around waiting to be processed by external acceptors, they can be treated in terms of static information only by users or processors that provide them with an external transductive syntax, and only then by neglecting certain underlying necessities. For example, to physically realize the informational structure of a language in a printed or electronic medium, it must be expressed in terms of physical particles that dynamically recognize each other’s locations to the extent required to maintain the spatial relationships comprising its informational structure. This is a general requirement, extending from the physical and concrete to the mathematical and abstract.

Thus, languages are ultimately self-processing; they must either contain their processors in their expressions, or be expressed in terms of a more basic language fulfilling this requirement. Accordingly, the expressions of SCSPL are dynamic informational configurations of information-processors, implying that SCSPL everywhere consists of information and acceptive-transductive syntax in a state of logical intersection. Together, information and syntax comprise *infocognition*, self-transducing information in the form of SCSPL *syntactic operators* that cross-absorptively “communicate” by acquiring each other’s informational states as cognitive-syntactic content. It is to the common basis of these two components that information may be reduced in the SCSPL context. Where the term *telesis* denotes this common component of information and syntax, SCSPL grammar refines infocognition by binding or constraining telesis as infocognition.

To the extent that any grammar functions by the recursive application of syntactic rules, SCSPL grammar is recursive (“self-calling”). However, SCSPL grammar is not merely deterministically or nondeterministically recursive, but telic-recursive. While an ordinary grammar recursively processes information or binds informational potential to an invariant syntax that distributes over its products, Γ grammar binds *telesis* , infocognitive potential ranging over possible relationships of syntax and state, by cross-refining syntax and its informational content through telic recursion. Telic recursion is the process responsible for configuring the syntax-content relationships on which standard informational recursion is based; its existence is an ontological requirement of reality. The telic-recursive cross-refinement of syntax and content is implicit in the “seed” of Γ-grammar, the MU form, which embodies the potential for perfect complementarity of syntax and state, law and matter.

Since this potential can only be specifically realized through the infocognitive binding of telesis, and localized telic binding is freely and independently effected by localized, mutually decoherent telic operators, deviations from perfect complementarity are ubiquitous. SCSPL evolution, which can be viewed as an attempt to help this complementarity emerge from its potential status in MU, incorporates a global (syntactic) invariant that works to minimize the total deviation from perfect complementarity of syntax and state as syntactic operators freely and independently bind telesis. This primary SCSPL invariant, the *Telic Principle*, takes the form of a selection function with a quantitative parameter, *generalized utility*, related to the deviation. The Telic Principle can be regarded as the primary component of SCSPL syntax…the spatiotemporally distributed self-selective “choice to exist” coinciding with MU.

SCSPL incorporates the concepts of syntactic stratification and syntactic distribution. For example, because the laws of mathematics everywhere apply with respect to the laws of physics, the former distribute over the latter in the syntactic sense. Thus, where the laws of mathematics and physics are denoted by S1=LMS and S2 respectively, S1 *distributes over* S2, i.e. forms a *syntactic covering* for S2. Essentially, this means that the laws of mathematics are everywhere arequired syntactic component of the language of physics. With S2 is associated an SCSPL “sublanguage” called *LO* (with a letter O subscript). LO constitutes the world of perception, the classical objective universe of sense data traditionally studied by science. LO is contained in the telic-recursive, pre-informational phase of SCSPL, *LS*, which encompasses the cross -refinement of LO syntax and LO content from the pre-infocognitive aspect of SCSPL. The part of SCSPL grammar confined to L O incorporates certain restrictions to which L S is not subject; e.g., the grammatical portion of LO (S2) is fixed, distributed and supposedly continuous, while that of LS can also be mutable, local and discrete…in a word, telic.

Γ grammar is the generative grammar of SCSPL = (LS⊃LO). Γ grammar is unlike an ordinary grammar in that its processors, products and productions coincide and are mutually formed by telic recursion. Syntax and state, loosely analogous to *form* and *content* (or *productions* and *products*), are mutually refined from telesis through telic recursion by infocognitive processors.Production rules include the Telic Principle, distributed elements of syntax formed in the primary phase of telic recursion, and more or less polymorphic telons formed by agent-level telors. The corresponding modes of production are global telic recursion, informational recursion by distributed syntax, and local telic recursion.

The “words” produced by Γ grammar are not strings of symbols, but LO spatial relationships among parallel processors that can read and write to each other’s states. In effect, the states of its processors are roughly analogous to the symbols and strings of an ordinary language. The processors of Γ grammar thus function not only as transducers but as symbolic placeholders for observables and values, while their external states correspond to products and their state transitions realize the productions of the grammar. In other words, the states and state transitions of the processors of Γ grammar comprise a representation of Γ grammar, rendering SCSPL a dynamic self-modeling language or “interactive self-simulation”.

In the following description, products are limited to the physical end products associated with LO. This is in no way to be interpreted to mean that the only SCSPL products are physical products; in fact, everything in SCSPL is to some extent a telic-recursive “product” of everything else. However, where the primary explanandum is physical (scientifically observable) reality, LO is an appropriate choice.

Γ = (O,R,P,µ) contains

(1) A set O of active reflexive objects including Γ itself, the *processors* (producers-reducers)47 of Γ. All processors are capable of and responsive to informational (deterministic) recursion. O includes a distinguished set Σ = {Γ,A,Q} of *syntactic operators*, coherent processors capable of or responsive to telic recursion. In general, the parts of SCSPL syntax active within a given operator depend on its specific type. Σ includes the global processor Γ, the set Q = {qi} of reducible and irreducible stable particles that are responsive to telic recursion in a degree proportional to their freedom and coherence, and the set A of telic *agents*, active telic-recursive operators or *telors* capable of expressing teleology on the local level. Elements of A need not occupy LO, but may exist in L S. Where υ denotes the generalized self-selection parameter of Γ, the elements of A are required by Γ as internal υ–responsive “sensor-controllers”.

(2) A set R=(R O,RS) of *products* containing a subset RO = (σ O, τO, πO) of *LO* *product states* including all of the relations of LO, and a subset RS of *telons* or “pre-products” generated in L S by telic recursion associated with global or agent-level syntactic operators. The elements of σO are *spatial* relations, those ofτOare *temporal* relations, and those ofπOare *spatiotemporal* relationscontaining both σO and τO relations. σO consists of relations of states regarding which the corresponding transducers have no mutual input; τO consists of sequences of consecutive states of single objects; and πO consists of *processes*, or combinations of both. These states are not in general fully determined by LO rules of state transformation, but require telic augmentation for actualization.

(3) A set P = (N,T) consisting of the *productions* of Γ. N consists of the distributed descriptors of πO, including the spatiotemporally-distributed Markovian and conservative descriptors called “laws of physics”, while T consists of active LS entities analogous to those of N but associated with specific telons (pre-products) from RS and subject to coordinated local variation in the context of higher-order telonic relationships. The elements of N are determined in the primary stage of telic recursion, while those of T are determined in the secondary stage of telic recursion.

(4) A starting configuration, the *MU form* µ, which is identical to the telic recursion event which creates it (the inception of SCSPL and Γ grammar is a telic recursion, not an informational-algorithmic recursion). It is this identity of event and outcome that determines the innate spatial and temporal characteristics of spacetime, for which µ is the “seed”. The MU form can be regarded as an “intrinsic perturbation” or “intrinsic asymmetry” in UBT. The MU form is distributed over SCSPL.

A processor of a grammar G is any natural or artificial dynamical system that operates, changes state or processes information in conformance to the rules of G. Unlike ordinary generative grammars, Γ grammar requires no external processors; its processors and productions are identical. Thus, Γ grammar is executed by its own productions in levels of syntactic distribution ranging from the global to the object level. In fact, O, R and P – processors, products (states) and production events – all coincide and thus exhibit a form of triality. This three-way coincidence is characteristic of Γ grammar and captures many of its essential features.

O-R-P coincidence is already to some extent realized in the standard language-grammar-processor model of computation theory, but only inadvertently. While linguistic processing is dynamically paralleled by changes in the internal and external states of processors, the processors are still considered separate from the language and grammar being processed. Moreover, the basic medium of processing is not considered, the model is not self-sufficient, and recursion is merely informational and computational; there is no allowance for infocognition or telic recursion. SCSPL shares none of these limitations.

Γ grammar generates SCSPL according to the utility of its sentient processors, including the self-utility of Γ and the utility of its LO relations to telors in A. Γ and A generate telons on the global and local level respectively; thus, they must be capable of recognizing and maximizing the selection parameter υ (in the case of human telors, for example, this requires the QPS and ETS components of the HCS). As such, they are responsible for telic recursion and may be regarded as the “generators” of Γ grammar, while the set Q of elementary physical objects are freely and competitively acquired by telons and thus occupy an ontologically secondary position.

Γ grammar is conspansive. Non-global processors alternate between the generation and selective actualization of possible productions, and thus between the generative and selective (inner expansive and requantizative) phases of conspansion. The selective phase of an operator coincides with interactive mutual-acquisition events, while the generative phase coincides with the generation and selective actualization of possible productions through hological multiplexing. In conjunction with extended spatiotemporal superposition, conspansion provides the means of local (telic and informational) recursion.

Conspansion is a global process which cannot be locally differentiated as to rate. Its rate is thus a globally invariant “time-space conversion factor”, and because all changes of local state must be expressed in terms of it, it is maximal. This invariant maximal rate of production is referred to as the *rate of conspansion* c and can be physically identified with the speed of light *in vacuo.*48 The implications of the constancy of c and N in light of MAP have already been noted with respect to internally-apparent accelerating expansion of the global operator.

It is instructive to experiment with the various constructions that may be placed on LS and L O. For example, one can think of LS as “L-sim”, reflecting its self-simulative, telic-recursive aspect, and of LO as “L-out”, the output of this self-simulation. One can associate L O with observable states and distributed-deterministic state-transition syntax, and LS with the metasyntactic Telic Principle.

One can even think of LS and LO as respectively *internal* and (partially) *external* to SCSPL syntactic operators, and thus as loosely correspondent to the *subjective* and *objective* aspects of reality. Where LS and LO are associated with the coherent inner expansion and decoherent requantization phases of conspansion, so then are subjective and objective reality, simulation and output, “wave and particle”. In other words, the subjective-objective distinction, along with complementarity, can be viewed as functions of conspansive duality.

The fact that LO has a foliated structure consisting of spacelike sheets, with temporal rules confined to the operators embedded in the sheets, suggests that its inter-operator (state-wise, ectosyntactic) level of structure be regarded as essentially spatial in character. Thus, where *space* denotes the external relationships among operators and *time* denotes their internal self-relationships, one might also think of LS and LO as corresponding approximately to time and space. (The correspondence is “approximate” because LS and L O are mutually inclusive, reflecting the logical coupling of space and time; LO topologically contains (LO,L S)-structured operators, while the operators descriptively contain LO.) Where space and time respectively correspond to information and a combination of generalized cognition and telic recursion, one may therefore conclude that the conspansive evolution of spacetime is an alternation of teleo-cognitive and informational phases cross-refined by telic recursion involving extended, trans-Markovian telonic relationships.

Although it contains the observable aspect of SCSPL, LO may in principle contain hidden (inobservable) parameters implicated in nomological relationships and therefore relevant to physical state. I.e., in addition to the standard dynamical variables of physics, LO may contain additional dynamical variables that cannot be directly observed, but only theoretically inferred on the basis of more or less general observations. For example, string theorists, M-theorists and others often conjecture that the universe may be floating in some sort of external embedding space, its relationship to which yields explanatory value regarding the internal state or condition of the universe itself. SCSPL conspansive duality suggests that the putative “externality” of such a space is not a meaningful property; if such a space exists and is sufficiently relevant to the universe in which we live to be of explanatory value to us, then it is by definition an ingredient of SCSPL syntax and can therefore be regarded as residing *within* SCSPL syntactic operators. In fact, this is a direct consequence of the Reality Principle.

Although it would be possible to go on at length, this paper is intended to present a general outline of the theory rather than an exhaustive development. In conjunction with the principles and features enumerated above, the given framework should suffice to characterize SCSPL on an introductory basis and distinguish it in flavor and content from other theories.

**SCSPL as the Self-Excited Circuit**

We are now in a position to draw a few parallels between Wheeler’s vision of reality theory and the CTMU.

The **Self-Excited Circuit**, the informational logic loop through which physics engenders observer participation, which engenders information, which engenders physics, is a tight characterization of SCSPL…so tight that it would be difficult if not impossible to replace SCSPL with anything else and neither violate nor fall short of Wheeler’s description. SCSPL is logical in construction, has a loop-like dynamic, and creates information and syntax, including the laws of physics, through telic recursion generated by agent-level syntactic operators whose acts of observer-participation are essential to the self-configuration of the **Participatory Universe** . These acts are linked by telic recursion to the generalized cognitive-perceptual interactions of quantum-level syntactic operators, the minimal events comprising the fabric of spacetime.

Through telic feedback, state and syntax are cross-refined from unbound telesis or UBT, a zero-information domain of ontological potential, under the guidance of a higher-order law called the Telic Principle…a protean “**law without law**” through which order is extracted from disorder as laws are configured according to the generalized utility of state-syntax relationships for agent-level operators or observer-participants. The binary yes-or-no indications prescribed by **It from** **Bit** are demanded by infocognitive monism and the fundamental status of two-valued sententiallogic in SCSPL syntax. The world is not merely a cybernetic monstrosity, a “giant machine ruled by preestablished law”, but a metacybernetic system with logical priority over machines and the laws they obey.

**How come existence?** is answered by the fact that the universe is a global SCSPL operatoramounting to one vast, self-selective, self-expressive act of reflexive observer-participation, while **how come the quantum?** is answered by the hological self-replication of the universe in eachone of its microscopic syntactic operators and agent-level telors. **Many observer-participants** yield **one coherent world** because, through MU, the universe relates to its contents as a homogeneous distributed syntax that syndiffeonically supports and expresses their distinctions even as they help it evolve through observer-participation and telic recursion. Individual solipsism becomes *distributed solipsism* through the mutual absorption of SCSPL syntactic operators, made possible by a combination of distributed SCSPL syntax and shared teleology.

The Reality Principle, along with MAP, M=R and other logical guarantors of cosmic self-containment, shows that the syntactic stability of reality rules out any infinite reptilian regress of **turtle on turtle**, while the familiar **continuum** of classical physics corresponds to a syntactic(LMS) interpolation of the conspansive manifold generated by discrete SCSPL grammatical operations. Where **space and time** correspond to *information* and *generalized cognition* respectively, and where information and cognition are logically entwined in infocognitive SCSPL syntactic operators intersecting in states and state- transition events, space and time are entwined in a conspansive event-lattice connected by syntax and evolving through mutual absorption events among syntactic operators, symmetric instances of generalized observation influenced by telic recursion. Thus, time is not “fed into” the explanation of existence, but is a function of conspansive, telic-recursive SCSPL grammar.

The ultimate “**boundary of the boundary**” of the universe is UBT, a realm of zero constraint and infinite possibility where neither boundary nor content exists. The supertautologically-closed universe buys internal diffeonesis only at the price of global synesis, purchasing its informational distinctions only at the price of coherence. **No question, no answer** reflects the fact that reality consists not of mere information, but *infocognition*, and that information on state is crucially linked to and dependent on syntax…the syntax of the “questions” asked of itself by the self-configuring universe. Due to the self-configurative freedom inherited by reality from UBT, the dynamically self-configuring universe displays uncertainty and complementarity and thus cannot be locked into locally-determinate answers for all possible questions at once, while the extended self-connectivity of conspansive spacetime unavoidably implicates the environment in the Q&A.

The **Super-Copernican Principle** reflects the distribution of the creation event over every point of spacetime according to the Extended Superposition Principle, which describes the way consequent states and events are atemporally superposed in their antecedent states and events. **Generalized consciousness**, the unitary reflexivity of the universe, is a fair description of theself-configuration and self-processing capacity of SCSPL as captured by the Telic and M=R Principles, while conspansive spacetime links spatially and temporally distant objects in a web of contact and communication exceeding even the neural connectivity of a human brain. And the CTMU describes the universe as just the sort of complex, teleologically self-variegating, self-synthesized information system prescribed by **more is different**, telic-recursively explicating multiplicity and diffeonesis from the unity and synesis of distributed SCSPL syntax, the (unique) CTMU counterpart of what has sometimes been called “the Implicate Order”.49

The above analogy is only partial, and it is nowhere implied that the current presentation is without its gaps. But in fairness, several crucial points can be made in favor of the CTMU even at this early stage of exposition. First, it is supertautological; being constructed to mirror logical tautology up to the level of model theory and beyond, it is true in much the same way that a theory of pure mathematics would be true, but with reference to an expanded universe consisting of both mathematical and physical reality. Indeed, the CTMU can be viewed as a theory of the mathematical structure of a new mathematical object, SCSPL. Second, it has considerably more explanatory scope than other theories, providing a framework that is capable of accommodating the logic of self-determinative cosmogony without prejudicially excluding (e.g.) subjective and non-material aspects of reality. Third, it largely embeds current models of reality, at least to the extent that these models have not already been pushed beyond their explanatory capacities. And fourth, it has what appear to be empirically valid implications absent from other theories except as assumptions or unexpected observations, e.g. accelerating cosmic expansion. But perhaps the most important thing at this point is that in principle, any apparent explanatory gaps can be filled. That is, if something can be explained within the realm of standard science, then it can be even better explained in an inclusive model fortified with conspansive duality.

The ramifications of the CTMU are sufficiently extensive that their issuance from a single theory almost demands an explanation of its own. The scientific, mathematical and philosophical implications of the CTMU are many and varied, running the gamut from basic physics and cosmology to evolutionary biology, the theory of cognition, the foundations of mathematics and the philosophies of language and consciousness. But to be fair, nothing less is to be expected of a true “reality theory”, particularly one that takes the form of a description of the relationship between mind and the universe. After all, the CTMU is so-named because it is a symmetric cross-interpretation of mental and physical reality, logically mapping the concrete universe into an abstract theory of generalized cognition and vice versa according to the M=R Principle. Were its implications anything less than profound, it would be miscategorized and misnamed.

The CTMU says that reality is a language…a self-explanatory, self-theorizing, self-modeling structure identical to its universe. As such, it can be regarded as a limit or “contraction” of model theory in which theory and universe coincide on the syntactic level of theoretical structure. Whereas most scientific theories are hopefully mapped into or onto the universe across an unbridgeable dualistic gulf, the CTMU is a monic theory of perception that simply eliminates the gulf by tautologically injecting logic in its entirety, including logical extensions of model theory and the logic of formalized theories, into reality as distributed self-transductive syntax. The CTMU is able to do this because it is a hard mathematical fact that anything which does not conform to the syntax of logic is inconsistent and therefore not a part of any stable, coherent reality. Because the reality we inhabit is visibly stable and coherent, the correctness of this move is assured. By eliminating the theory-universe gulf on the level of cognitive and perceptual syntax, the CTMU admirably fulfills the criterion of theoretic economy…and supertautologically at that.

Does the CTMU qualify as a realization of Wheeler’s vision, and is it alone in this distinction? While one naturally hesitates to put words into the mouth of an icon, one or both of two things seems to be true: either relatively few reality theorists are inclined to share Wheeler’s far-reaching worldview, or relatively few reality theorists are able to understand this worldview and pursue its implications. Consequently, despite Wheeler’s eminence as a physicist, his has almost seemed a voice in the wilderness, leaving some with the impression that his deepest speculations have more the ring of distant prophecy than immediate theoretical practicality. But while the questions, “no’s” and clues in terms of which Wheeler describes his vision may occasionally appear heavier on intuition and creativity than on logical and mathematical rigor, they are just the sort of intuitive distillations of mathematical insight that one might expect from one so experienced in logical and quantitative reasoning. In conjunction with other necessary principles, they can be transformed into logico-mathematical properties of reality with enough restrictive power among them to determine a new mathematical structure called SCSPL, the ultimate “intrinsic language”. When all is said and done, there are excellent reasons to believe that this structure is unique, and that any additional principles that Professor Wheeler might have in mind can be accommodated by the CTMU as surely as by logic itself.

**The CTMU and Intelligent Design**

*Design theory*, which traces its origins to traditional theological “arguments from design” holdingthat nature was more or less obviously designed by a preexisting intelligence, maintains that the observed complexity of biological structures implies the involvement of empirically detectable intelligent causes in nature. *Intelligent Design*, the most recent scientific outgrowth of Design Theory, is a scientific research program based on a more philosophically neutral, and therefore scientific, search for instances of a clear, objective, standard form of biological complexity. According to William Dembski, one of the movement’s leading spokesmen, this has led to “a theory of biological origins and development” according to which “intelligent [and empirically detectable] causes are necessary to explain the complex, information-rich structures of biology.” In view of the informational nature of complexity, Dembski observes that “information is not reducible to natural causes…the origin of information is best sought in intelligent causes. Intelligent design thereby becomes a theory for detecting and measuring information, explaining its origin, and tracing its flow.”50

One of the first things to note about the above definition is that it couples the implied definitions of *intelligence*, *causation* and *information* to a greater extent than do most dictionaries, pointing inprinciple to a joint definition of all of them. Since any good definition requires a model, one might be strongly tempted to infer on this basis that ID, as here defined, has a well-defined model in which all of its constituent concepts are related. It may therefore come as a surprise to many that perhaps the most frequent, or at any rate the most general, objection to ID in the wider intellectual community is that it “has no model”. According to its critics, it lacks any real-world interpretation specifying a fundamental medium able to support it or a means by which to realize it.

Furthermore, its critics claim, its central hypothesis is not only beyond proof, but unrealistic and not amenable to empirical confirmation.

In all fairness, it must be noted that insofar as science has itself spectacularly failed to agree on a global model of reality, this is really nothing more than an exercise in hypocrisy. Science observes, relates and extrapolates from observations with what often turns out to be great efficiency, but has time and time again proven unable to completely justify its reductions or the correspondences between its theories and the real universe as a whole. Although some critics claim that beyond a certain point, explanation is pointless and futile, they do not speak for science; the entire purpose of science is explanation, not rationally unsubstantiated assertions to the effect that a closed-form explanation is “unavailable” or “unnecessary”. In seeking a coherent explanation for existence – an explanation incorporating an ontological design phase that is rational, coherent and therefore intelligent – the ID program is in fact perfectly consistent with science.

However, being perfectly consistent with science means merely that something is in line for a model, not that it already has one. It has thus been possible for dedicated critics of ID to create the illusion, at least for sympathetic audiences, that they have it at a critical disadvantage. They contend that while science must be instrumental to society, yield specific predictions, and thus cite specific structural and dynamical laws that nontrivially explain its contexts of application, ID is nothing more than a Trojan horse for religious ideology, makes no nontrivial predictions, and is devoid of theoretical structure. Due to the number of sympathetic ears that such claims have found in Academia, this illusion has all but promoted itself to the status of a self-reinforcing mass delusion in certain closed-minded sectors of the intellectual community. Obviously, it would be to the advantage of the ID movement, and society as a whole, to end this contagion by putting forth something clearly recognizable as a model.

The problem, of course, is that as long as science in general lacks a fundamental model, so do all particular strains of science *including* Intelligent Design. Due to the close connection between fundamentality and generality, ID or any other field of scientific inquiry would ultimately have to provide *science in general* with a fundamental model in order to provide one for itself. This might have led some people, in particular those who doubt the existence of a stable fundamental model of reality, to suppose that the ID controversy would remain strictly within the realm of philosophy until the end of time. But this is not the case, for if there were really no fundamental model – if there were no way to map theoretic cognition onto reality *in its entirety* - perception itself would lack a stable foundation. Perception, after all, can be described as the modeling of objective reality in cognition, and the modeling of cognition in objective reality. The self-evident perceptual stability of reality, on which the existence and efficacy of science and scientific methodology absolutely depend, bear unshakable testimony to the existence of a fundamental model of the real universe.

The general nature of this model can be glimpsed merely by considering the tautological reflexivity of the term “self-evident”. Anything that is self evident *proves* (or *evidences*) *itself,* and any construct that is implicated in its own proof is tautological. Indeed, insofar as observers are real, perception amounts to reality tautologically perceiving itself. The logical ramifications of this statement are developed in the supertautological CTMU, according to which the model in question coincides logically and geometrically, syntactically and informationally, with the process of generating the model, i.e. with generalized cognition and perception. Information thus coincides with information transduction, and reality is a tautological self-interpretative process evolving through SCSPL grammar.

The CTMU has a meta-Darwinian message: the universe evolves by hological self-replication and self-selection. Furthermore, because the universe is natural, its self-selection amounts to a cosmic form of *natural* selection. But by the nature of this selection process, it also bears description as *intelligent self-design* (the universe is “intelligent” because this is precisely what it must be in order to solve the problem of self-selection, the master-problem in terms of which all

lesser problems are necessarily formulated). This is unsurprising, for intelligence itself is a natural phenomenon that could never have emerged in humans and animals were it not already a latent property of the medium of emergence. An object does not displace its medium, but embodies it and thus serves as an expression of its underlying syntactic properties. What is far more surprising, and far more disappointing, is the ideological conflict to which this has led. It seems that one group likes the term “intelligent” but is indifferent or hostile to the term “natural”, while the other likes “natural” but abhors “intelligent”. In some strange way, the whole controversy seems to hinge on terminology.

Of course, it can be credibly argued that the argument actually goes far deeper than semantics… that there are substantive differences between the two positions. For example, some proponents of the radical Darwinian version of natural selection insist on randomness rather than design as an explanation for how new mutations are generated prior to the restrictive action of natural selection itself. But this is untenable, for in any traditional scientific context, “randomness” is synonymous with “indeterminacy” or “acausality”, and when all is said and done, acausality means just what it always has: *magic*. That is, something which exists without external or intrinsic cause has been selected for and brought into existence by nothing at all of a causal nature, and is thus the sort of something-from-nothing proposition favored, usually through voluntary suspension of disbelief, by frequenters of magic shows.

Inexplicably, some of those taking this position nevertheless accuse of magical thinking anyone proposing to introduce an element of teleological volition to fill the causal gap. Such parties might object that by “randomness”, they mean not acausality but merely causal ignorance. However, if by taking this position they mean to belatedly invoke causality, then they are initiating a causal regress. Such a regress can take one of three forms: it can be infinite and open, it can terminate at a Prime Mover which itself has no causal explanation, or it can form some sort of closed cycle doubling as Prime Mover and that which is moved. But a Prime Mover has seemingly been ruled out by assumption, and an infinite open regress can be ruled out because its lack of a stable recursive syntax would make it impossible to form stable informational boundaries in terms of which to perceive and conceive of reality.

What about the cyclical solution? If one uses laws to explain states, then one is obliged to explain the laws themselves. Standard scientific methodology requires that natural laws be defined on observations of state. If it is then claimed that all states are by definition caused by natural laws, then this constitutes a circularity necessarily devolving to a mutual definition of law and state. If it is then objected that this circularity characterizes only the *process* of science, but not the objective universe that science studies, and that laws in fact have absolute priority over states, then the laws themselves require an explanation by something *other than* state. But this would effectively rule out the only remaining alternative, namely the closed-cycle configuration, and we would again arrive at…magic.

It follows that the inherently subjective process of science cannot ultimately be separated from the objective universe; the universe must be self-defining by cross-refinement of syntax and state. This brings us back to the CTMU, which says that the universe and everything in it ultimately evolves by self-multiplexing and self-selection. In the CTMU, design and selection, generative and restrictive sides of the same coin, are dual concepts associated with the alternating stages of conspansion. The self-selection of reality is inextricably coupled to self-design, and it is this two-phase process that results in *nature*. Biological evolution is simply a reflection of the evolution of reality itself, a process of telic recursion mirroring that of the universe as a whole. Thus, when computations of evolutionary probability are regressively extrapolated to the distributed instant of creation, they inevitably arrive at a logical and therefore meaningful foundation.

The CTMU says that on logical grounds, reality has generative and restrictive phases, and that evolution has generative and restrictive phases that are necessarily expressed in terms of those of reality. It asserts that the meta-cybernetic mechanism of evolution is telic recursion, an atemporal process which sets up a stratified dialectic between syntax and state, organism and

environment, with mutually consistent mutable and invariant levels. It says that this process, though subject to various forms of noise, interference and competition predicated on the internal freedom of reality, tends to maximize the utility of the universe and its inhabitants. And it thus says that evolution is much more than a mere environmental dictatorship in which inexplicable laws of nature call the tune as biology slavishly dances the jig of life and death.

The CTMU says that by its self-generative, self-selective nature, which follows directly from the analytic requirement of self-containment, reality is its own “designer”. Other features of the generative grammar of reality imply that reality possesses certain logical properties traditionally regarded as theological or spiritual, and that to this extent, the self-designing aspect of reality is open to a theological or spiritual interpretation. The CTMU, being a logical theory, does not attempt to force such an interpretation down anyone’s throat; not all semantic permutations need affect theoretical structure. What it does do, however, is render any anti-theological interpretation *a priori* false, and ensures that whatever interpretation one chooses accommodates the existenceof an “intelligent designer”…namely, reality itself. In light of the CTMU, this is now a matter more of logic than of taste.

In any case, it should be clear that the CTMU yields new ways of looking at both evolution and teleology. Just as it is distinguished from other theories of cosmic evolution by its level of self-containment, particularly with regard to its preference for self-determinacy rather than external determinacy or indeterminacy, so for its approach to biological evolution. Unlike other theories, the CTMU places evolutionary biology squarely in the context of a fundamental, self-contained model of reality, thus furnishing it with an explanation and foundation of its own instead of irresponsibly passing the explanatory buck to some future reduction; instead of counting it sufficient to model its evolutionary implications in the biological world, the CTMU establishes model-theoretic symmetry by providing a seamless blend of theory and universe in which the biological world can itself be “modeled” by physical embedment. This alone entitles it to a place in the evolutionary debate.
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50  William A. Dembski, “Intelligent Design as a Theory of Information”, *Perspectives on Science* *and Christian Faith*, Vol. 49, No. 3, 1997, pp. 180–190.
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**Introduction: The Problematic Role of Self-Reference in Mathematics**

Self-reference is an ever-popular topic in recreational mathematics, where it is usually characterized as a pathological rarity that must be treated with great care in order to avoid vicious paradoxes like *this statement is false*. To some extent, this reflects the history of mathematics; scarcely had Bertrand Russell presented his eponymous paradox in set theory, namely "the set of all sets that do not include themselves as elements", than he proposed to outlaw it with a stupefyingly complex theory that boiled down to a blanket prohibition on self-inclusion and its semantic equivalent, self-reference. Since then, mathematicians have regarded themselves as having two choices with regard to self-reference: follow Russell’s prescription and avoid it, or use it (with great care) for the express purpose of extracting paradoxical inconsistencies from, and thereby disproving, certain especially problematic conjectures.

Mathematical reasoning equates to the direct or indirect derivation of theorems from primitive axioms. Ordinarily, a mathematical conjecture is proven *correct* by direct (deductive or inductive) derivation within an axiomatic system, or by showing that its negation leads to a contradiction or an absurdity within the system; similarly, a conjecture is proven *incorrect* by either directly deriving its negation, finding a counterexample, or showing that it leads to a contradiction or an absurdity, again within a single axiomatic system. Where each of these maneuvers is confined to a formal axiomatic system, and where the symbols, formulae and rules of inference of a formal system are taken to refer only to each other, they unavoidably involve self-reference. Indeed, any algebraically closed language treated apart from external meaning is self-referential by definition, and so is any process relying on the properties of such a language. To the extent that mathematics consists of such languages, mathematical reasoning is such a process. It follows that mathematics as a whole is implicitly self-referential in nature.

But certain limits are maintained nonetheless. For example, in order to avoid introducing a forbidden subjective component into what is supposed to be an objective enterprise (the quest for "absolute" mathematical truth), at no point is a mathematician ever supposed to be caught referring to himself or his own thought processes as part of a mathematical proof. Even when deliberately employing self-reference in proving a conjecture, the mathematician must punctiliously externalize and thereby objectivize it, hygienically confining it to a formula or abstract machine model. By confining self-reference to the object level of discourse, the mathematician hopes to ensure the noncircularity of a higher level of discourse from which the predicates *true* and *false* can be downwardly assigned with no troublesome rebound…a level hopefully inhabited by the mathematician himself. By avoiding self-reference on the "business" level of discourse, he hopes to avoid having his own reasoning falsified "from above" on the basis of what would otherwise be its circularity. In short, the trapper does not propose to be caught in his trap.

Unfortunately, this is a philosophically dubious position. It begins to unravel as we approach the foundations of mathematics, where the object is to trace the roots and account for the very origins of mathematical reasoning. At this stage of explanation, it becomes impossible to avoid the realization that in order to be consistent, mathematics must possess a kind of algebraic closure, and to this extent must be globally self-referential. Concisely, closure equals self- containment with respect to a relation or predicate, and this equates to self-reference. E.g., the *self-consistency* of a system ultimately equates to the *closure* of that system *with respect to consistency*, and this describes a scenario in which every part of the system refers consistently to other parts of the system (and only thereto). At every internal point (mathematical datum) of the system *mathematics*, the following circularity applies: "mathematics refers consistently to mathematics". So mathematics is distributively self-referential, and if this makes it globally vulnerable to some kind of implacable "meta-mathematical" paradox, all we can do in response is learn to live with the danger. Fortunately, it turns out that we can reason our way out of such doubts…but only by admitting that self-reference is the name of the game.

When a language self-refers, it stratifies or separates into levels, with reference flowing directionally from metalanguage to language. E.g., each the following statements – "this statement is about itself", "the subject of this statement is this statement", and "this formula x is a description of x" – is actually a statement and the *object* of a statement, with statement and object occupying the metalanguage and object levels respectively. The operative rule in such cases is that reference never flows upward from object to statement, but only downward (from metalanguage to object) or laterally (from object to object, by virtue of the expression of these objects within a higher-level metalanguage mediating their mutual influence). This stratification is very important from a proof-theoretic standpoint, as the following example shows.

**Theorem**: "This statement is false" is false.

**Proof**: If the statement in quotes is indeed false, then it is true. On the other hand, if itis true, then it is false. This is a contradiction. Since the quoted statement generates a contradiction, it is logically inconsistent and therefore false. (Q.E.D.)

But wait! Unfortunately, if the quoted statement is false, then it is true (as stated in the proof). This would seem to contradict not only the overall statement *including* the quoted statement, i.e. the "theorem", but the proof as well…*unless* we have a rule saying that the statement in quotes can refer to neither the overall statement of which it is part, nor to the proof of the overall statement. In that case, it can invalidate only itself, which is exactly what it is taken to be doing, and can do so only within a metalanguage capable of expressing the reflexive self-invalidating relationship. It should be noted that technically, "this statement is false" is invalid on purely formal grounds; it is in fact a forbidden instance of self- reference. But since it is analogous to any statement that implies its own negation in an axiomatic context - and such statements are routinely dealt with in mathematics without immediate concern for their "bad syntax" - its clarity makes it valuable for illustrative purposes.

In the above example, self- reference is confined to a formula that pronounces itself false. Because this formula refers negatively to its own veracity, it is a self-contained paradox attempting to double as its own falsifying metalanguage and thus possessing a whole new level of "falsehood". But aside from *true* or *false*, what else could a formula say about itself? Could it pronounce itself, say, unprovable? Let’s try it: "This formula is unprovable". If the given formula is in fact unprovable, then it is true (and therefore a theorem). But sadly, we cannot recognize it as such without a proof. On the other hand, suppose it is provable. Then it is false (because its provability contradicts what it states of itself) and yet true (because provable)! It seems that we still have the makings of a paradox…a statement that is "provably unprovable" and therefore absurd.

But what if we now introduce a distinction between *levels* of proof, calling one level the basic or "language" level and the other (higher) level the "metalanguage" level? Then we would have either a statement that can be *metalinguistically* proven to be *linguistically* unprovable, and thus recognizable as a theorem conveying valuable information about the limitations of the basic language, or a statement that *cannot* be metalinguistically proven to be linguistically unprovable, which, though uninformative, is at least not a paradox. Presto: self-reference without the possibility of paradox! In the year 1931, an Austrian mathematical logician named Kurt Godel actually performed this magic trick for the entertainment and edification of the mathematical world.

**Undecidability: the Power of Paradox**

As part of his *Erlangen Program* for 20th century mathematics, the eminent German mathematician David Hilbert had wanted to ascertain that mathematics is "complete" when formalized in a system like the predicate calculus…i.e., that all true theorems (and no false ones) can be proven. But after helpfully setting out to show that every true formula expressed in the predicate calculus is provable, Kurt Godel sadly arrived at a different conclusion. As it turns out, not even arithmetic is complete in this sense. In any consistent formal system containing arithmetic, there are true but unprovable statements. Although their truth can be directly apprehended, they cannot be formally derived from a finite set of axioms in a stepwise fashion.

First, Godel posited axioms and rules of inference for deriving new true formulas from true formulas already in hand. These were just the axioms and rules of the first - order predicate calculus, comprising the logic of proof throughout the mathematical world. To these he adjoined the *Peano postulates* of standard arithmetic, a set of axioms and rules for the natural numbers. These consist of 6 basic axioms incorporating the equality symbol "=", 3 additional axioms to define the meaning of that symbol, and a rule of induction corresponding to the meta-level rule of inference adjoined to the six basic axioms of the predicate calculus. The predicate calculus and the Peano postulates, together comprising 15 axioms and 2 rules of inference, define a powerful and comprehensive system for the expression and proof of arithmetical truth.

After defining his arithmetical system, Godel’s next step was to enable the formulation of self-referential statements within it. Because arithmetic refers to numbers, this meant assigning numbers to arithmetical formulae. He accomplished this by (1) assigning a natural number or "code number" Î {1,2,…,15} to each of the 15 distinct logical and arithmetical symbols employed in the system; (2) numbering the symbols in each formula from left to right with the consecutive prime "placeholder" numbers 2,3,5,7,…; (3) raising each prime placeholder number to a power equal to the code number of the symbol in that place; and (4) multiplying all of the resulting (large but computable) numbers together to get the *Godel number* of the formula (note that this procedure is reversible; given any Godel number, one may compute the expression it encodes by factoring it into a unique set of prime factors). In addition, Godel numbered proofs and partial derivations, i.e. deductive sequences of r consecutive formulae, with the products of r numbers 2 m ´ 3n ´ 5p ´ …, where the bases are the first r primes and the exponents m, n, p,… are the Godel numbers of the first, second, third,… formulae in the sequence.

In this way, every arithmetical predicate expressible by a formula or sequence of formulae is Godel-numbered, including the predicate "is a proof of (some formula)" and "(this formula) cannot be proven" [equivalent formulations with universal and existential quantifiers: "for all numbers x, x is not the Godel number of a proof of (this formula)"; "there does not exist a number…that is the Godel number of a proof of (this formula)"]. It is important to realize that these predicates actually correspond to real numeric relationships "isomorphically hybridized" with logical relationships. The biological flavor of this terminology is not accidental, for the isomorphism guarantees that numeric relationships are*heritable* as their logical isomorphs are derived. When one logical formula is derived by substitution from another, they become numerically related in such a way that a distinctive numeric predicate of the Godel number of the *ancestral* formula is effectively inherited by the Godel number of the *descendant* formula. This maintains a basis for consistency, ensuring that the negation of the numeric predicate of a formula cannot be derived from the numeric predicate of the formula itself.

Let us be a bit more specific. Godel’s idea was to express the logical syntax of arithmetic, which is ordinarily formulated in terms of logical and arithmetical symbols, in terms of pure numeric relationships. To do this, the various logical relationships within and among syntactic formulae must be mirrored by numeric relationships among the (Godel-numeric) images of these formulae under Godel’s logic-to-number mapping. The key property that allows this mirroring to occur is called *representability*. An n-ary numeric relation R(x1,…,xn) is *representable* in the first-order Peano arithmetic N *iff* there is in N a formula A(a1,…,an) with n free variables such that for all natural numbers k1,…,kn, the following conditions hold:

1. If R(k1,…,kn) holds, then |--NA(k1,…,kn), i.e. A(k1,…,kn) is provable in N

2. If R(k1,…,kn) does not hold, then |--N~A(k1,…,kn)

In this case, we say that A(a1,…,an) *represents* the numeric relation R. E.g., let R be

the "less than" relation among natural numbers. Then R is representable in N because there is a formula x<y with two free variables (x and y) such that for any natural numbers k1 and k2, (1) k1<k2 is provable in N whenever k1 is less than k2, and (2)

not-( k1<k2) is provable in N whenever k1 is *not* less than k2. Representability is similarly defined for numeric functions (as opposed to relations).

Now consider the predicate "Proof(x,y,z)", meaning "x is the Godel number of a proof X of a formula Y which has one free variable, Godel number y, and the integer z substituted for its free variable". This predicate corresponds to a rather long expression which includes several computable procedures reducible to formulae, including (1) given an integer, find the string of which it is the Godel number; (2) given a string, determine whether it is a formula (i.e., syntactically well-formed); and (3) given a sequence of formulae, determine whether it is a proof for the last formula in the sequence.

Suppose that the Godel number y of a formula Y is substituted for its one free variable, resulting in the formula "Proof(x,y,y)", and construct an expression which denies the existence of a proof of this formula within formal arithmetic: ~$xProof(x,y,y) ("x is the Godel number of a proof X of a formula Y which has one free variable, Godel number y, and its own Godel number y substituted for its free variable"). This formula G, which already makes a statement about the "self-referential" formula Y, obviously has a Godel number g; to make the entire formula G "self-refer" like Y, we need merely write ~ $xProof(x,g,g) = G’, where G’ has Godel number g’ (G’ is a logical descendant of G whose Godel number is related to that of G in a distinctive way). This leads to

**Godel’s theorem**: ~$xProof(x,g,g) is true but unprovable in formal arithmetic.

**Metamathematical Proof**: Suppose there is a proof P for ~$xProof(x,g,g). If so, letits Godel number be p, so that Proof(p,g’,g’) is true. But this contradicts the *content* of the formula ~$xProof(x,y,y) represented by g, which is the ancestor of ~$xProof(x,g,g), an integral part of Godel’s theorem that inherits its characteristic arithmetical attribute. The contradiction is not merely formal; Proof(p,g’,g’) expresses an arithmetical relationship that is the negation of that expressed by ~$xProof(x,g,g) . Consequently, P cannot exist; it lacks (and in fact negates) the required arithmetical attribute. Form is out of sync with content; in the variable g’, P = Proof(p,g’,g’) contains its antithesis, ~$xProof(x,g,g). But this is just the content of the theorem to be proven. (Q.E.D.)

Notice that Godel utilizes the same levels of reference that we utilized in proving the theorem *"This sentence is false" is false.* The statement ~$xProof(x,g,g) corresponds to *"This sentence is false"*; the metastatement ~$xProof(x,g,g) *is true but unprovable* *in formal arithmetic* corresponds to *"This sentence is false" is false*; and the *proof* ofeach metastatement resides on a higher level still (the genius of Godel’s proof is the way in which all of these levels of "metamathematical" discourse, including formal arithmetic, are mapped into the number system, thus letting the number system serve as the logical metalanguage of its own arithmetical syntax). Godel’s proof is called *metamathematical* because it effectively refers to every part of mathematics incorporating the principle of transfinite induction. I.e., in proving that there exists a true but axiomatically unprovable theorem of arithmetic, it is proven that mathematics as a whole contains such theorems. This is just what David Hilbert and many other mathematicians had not wanted to hear.

Concisely, Godel was able to show that if his formula ~$xProof(x,g,g) were provable, then its negation or "formal contradictory" would be provable as well; conversely, if the negation were provable, then so would be the formula. But any set of axioms from which both a formula and its negation can be derived is inconsistent. So if the axioms of formal arithmetic are consistent, then *neither* the formula *nor* its negation is demonstrable. In other words, mathematics – which includes formal arithmetic - cannot be both complete and consistent; if it is consistent, then it is necessarily incomplete (note that the converse is not implied; consistency does not necessarily follow from incompleteness). The technical name for this eternal tug-of-war between consistency and completeness is *undecidability*. As we have just seen, the predicate *undecidable*, as applied to individual formulae, is synonymous with "true but unprovable" within a given formal system, implying that the system in question is consistent but incomplete.

In some respects, proving a theorem is like solving a problem. Indeed, the proof of a theorem is merely the "solution" of the "problem" of how to derive the theorem, and the rules of proof, i.e. of derivation from axioms, thus define a problem-solving procedure or "algorithm". Conversely, using an algorithm to find a solution Y for any problem X amounts to deriving a theorem stating that Y is a solution of X. Prior to Godel, it had been thought that all theorems were axiomatically provable, and thus that all problems were algorithmically soluble. But with Godel’s results came the realization that problems can to some extent be classified according to their "degree of solubility". Obviously, those problems whose solutions were not axiomatically (or algorithmically) derivable comprised a new and previously unknown class, that of undecidable problems in general.

Loosely, a *complexity class* is a set of distinct but similar problems sharing the same worst-case requirements for computing a solution (at the time of Godel’s proof, there was no obvious way to express these requirements, and thus a shortage of distinct complexity classes). In effect, Godel’s proof was a *diagonalization* taking all members of the complexity class of solvable or decidable problems, constructing an element differing from each of these members (~ $xProof(x,g,g)), and adjoining this element to the original class in order to create an extension thereof. By the nature of the construction of this element, it clearly belongs to a new and distinct complexity class…the one embodied by the extension. This gives rise to new kind of theorem, a *separation theorem* asserting the distinctness of two complexity classes, those of decidable and undecidable problems respectively. Since Godel’s day, many other separation theorems and related conjectures have been introduced. But to follow the action, we need to know how to formulate the computational requirements for solving problems.

**Computation Theory**

Ordinarily, we think of computation as "what computers do", and thus as an objective mechanical process independent of the specific nature of that which is to be computed. This is reflected in an actual computer’s ability to accept any kind of program and any appropriate set of inputs. But for certain purposes, this view is not entirely adequate; ultimately, the terms *problem, solution* and *computation* are mutually defined. Simplistically, *computation* is an input-to-output transformation relating certain configurations of data and information, namely problems and their solutions; *problems* are mathematical objects presented as input to computational entities which then yield solutions as output; and *solutions* comprise a subset of the terminal outputs of these computational entities upon being presented with problems as input.

While these definitions can naturally be refined, the point is that none of the defined concepts is meaningful without the others. In particular, computers are problem-solving entities and therefore essentially algorithmic in nature; if there were no problems to be solved, and no algorithmic computer programs to solve them, there would be nothing to compute (an *algorithm* is a step-by-step procedure that solves a problem or produces a desired result). At best, there would be only a random, aimless processing of data to which the notion of "computational requirements" would be irrelevant. The structure of any computer, including its architecture and the full range of compatible software, is thus that of a "generalized self-executing algorithm". It was in this utilitarian form, with no explicit hardware-software distinction, that modern computers were first conceived.

Like any process, computation requires a *model*. A model of computation is just an "abstract computer" with respect to which it is possible to express computational requirements like execution time and memory space for various problem-algorithm combinations. Different models of computation differ in "computing power", including the kind of computations that can be performed and their costs in time and space (i.e., in the numbers of computational steps and the amounts of memory they require). However, because these differences are a matter of various "mechanical constraints" built into the abstract models themselves – e.g., rules about how memory is accessed, the orders in which various operations can be performed, and how many things can be processed at once - the requirements for one model can generally be translated into those of another simply by modifying the constraints and monitoring the consequences.

The standard model of computation is the *Turing machine*, a "read-write" automaton whose design incorporates one or more tapes from which input is read and to which output is written. Such a machine has internal structure and programming in terms of which its input is interpreted as a problem, and through the dynamics and execution of which the solution is (or cannot be) delivered as output. Where a solution is delivered, the machine halts in an affirmative state; where not, it halts in a negative state (or in the event of "incomputability", never halts). Given a Turing machine M, there are two cases in which a solution cannot be delivered and M halts in a negative state: (1) M cannot interpret its input I as a meaningful problem in terms of its architecture and programming (hard and soft structure), and therefore cannot *accept* or *recognize* it; (2) after accepting I as a meaningful problem, M cannot go on to accept I or one of its transforms as a *soluble* problem, and therefore terminates its computation without having reached a solution.

Information consists of patterns of data with locative or predictive value. Like human mathematicians, Turing machines are *information transducers* that convert one form of information to another…i.e., problems into solutions. The tape(s) are analogous to a mathematician’s scratch pad, containing cells in which symbols can be read, written or erased; its movable read and write/erase heads are analogous to his eyes and pencil; and its state transitions are analogous to his mental processes as he pursues his calculations. What is written on the tape is informative with respect to not just the tape’s own contents, but the internal states of the machine – the output of each successive step complements the machine’s own structure and programming as a basis for predicting the next state - and the machine’s stepwise passage through a sequence of intermediate internal and external (machine and tape) states is *information transduction*. That is, a Turing machine is an "information transducer". If a given property holds for information transducers, it holds *a fortiori* for Turing machines, and in order to prove something true of Turing machines, it suffices to prove it for information transducers.

Now let us refine the model a bit. A Turing machine, which can assume any of a finite number of internal states, consists of a read/write head and one or more (finite or infinite) tapes divided into squares that each contains a 0 or a 1. Beginning in an initial state, the machine scans a square, erases what it finds there, prints a 0 or 1, moves to an adjacent square and enters a new state. All information on its behavior is contained in three parameters: its state, the number in the square being scanned, and a finite instruction table called its *state transition function*. For each state-input combination, the table tells the machine what to write, in which direction to move, and what state to enter (the machine’s functional states are implicitly defined by their occurrences in the table). A Turing machine with one state transition per state- input pair is *deterministic*; one with several possible transitions is *nondeterministic*; one whose table gives probabilities for various possible transitions is *probabilistic*; and one that can query a hidden set on whether it contains a given item is *oracular*. A deterministic Turing machine, whose software-like abstractness lets it be implemented in various physical devices, can compute any computable function given enough time and tape.

Like computation theory in general, Turing machines have one foot in the realm of abstract mathematical objects and one foot in the world of concrete physical devices. This is what makes them so useful as models of practical, real-world mathematical computation. So it is natural to ask whether self reference and diagonalization can be extended to the realm of Turing machines. The answer was provided by their inventor, the British mathematician Alan Turing, in his celebrated attack on the *Halting problem*. The Halting Problem is a refined form of Hilbert’s *Decision* *Problem*, which in turn was closely related to his Completeness Problem as solved byGodel. The Decision Problem asks for a yes-or-no answer to the question of whether there is one *effective procedure* for predicting whether or not a given conclusion follows from a given set of assumptions… i.e., whether there is a single master algorithm that can solve all problems or *decide* all mathematical questions. Unfortunately, even after the labors of Godel, it was not entirely clear what a so-called "effective procedure" should look like. Turing’s contribution was to provide a model of computation in terms of which to define effective procedures, and then to reformulate and solve the Decision Problem in terms of this model and definition.

**Incomputability**

The **Halting Problem** asks whether or not there exists a Turing Machine TD which,

when given an input tape holding a description dT of another Turing machine T and a duplicate of its arbitrary semi-infinite tape t, can decide whether T halts on t. If

TD exists, then it has just two possible halting states:

1. If T halts on t, then TD says YES and transitions from a penultimate state qi to an affirmative halting state qh. (YES: qi◊ qh)

2. If T does not halt on t, then TD says NO and transitions from a penultimate state qj to a negative halting state qk. (NO: qj◊ qk)

Can TD decide whether T halts on a self-description, i.e. a tape containing dT? Suppose that TD contains a "copying machine" TC which converts TD’s semi-infinite

tape, with contents dT and t, to a compact tape containing *only* dT, and then transitions from its own final state ("finished copying dT") to TD’s initial state. Let

T’D be the compound machine formed by grafting the copying machine TC onto TD: T’D = {TC, TD} (notice that T’ D has the same halting transitions 1 and 2 as TD.) Now transform T’D to T"D by modifying, i.e. bypassing, the halting transitions 1 and 2 as follows:

T’D T"D

(YES:qi◊qh) ◊ (qi◊qn/loop) [the affirmative halting state qh of T’D is bypassed

in T"D]

(NO:qj◊ qk) ◊ (qj ◊qy) [the negative halting state qk of T’D is bypassed in T"D]]

That is, once T"D attains state qn, there is a looping transition back to q n for every possible state/input combination, i.e. configuration, of T’D. Thus, once in state qn, T"D will never halt. Once in state qy, however, T"D halts (because qy is by definition a halting state). In other words, T"D is a machine that halts *iff* it determines that

TD does not halt on T, and does not halt otherwise (note that this Turing machine T"D , despite its contrary behavior in not halting when T’D halts, is defined in a perfectly legitimate way, without breaking any of the rules governing such devices). What happens when T"D is given the tape dT"D (as opposed to the "generic" tape dT)? If T"D halts on dT"D, then it transitions from the penultimate state qi of TD and T’D to the looping state qn and cycles forever; i.e. if T"D halts on dT"D, then

T"D does *not* halt on dT"D. Similarly, if T"D does not halt on dT"D, then it transitions from the penultimate state qj of TD and T’ D to the halting state qy and halts; i.e. if T"D does not halt on dT"D, then T" D *does* halt on dT"D. These contradictions imply that no such machine as TD exists.

Notice the way self- reference is used to effect diagonalization. Self-reference occurs when T"D is given a self-description (the tape dT"D), and diagonalization occurs when this instance of self-reference leads to a contradiction implying the existence of an incomputable "halting function" that accepts a Turing machine and its tape as arguments and outputs a yes-or-no decision on whether or not that machine will halt on that tape. Turing’s proof diagonalized the set of *computable functions* (algorithms) to produce an element not included in that set (the halting function), thus distinguishing a whole new set of *incomputable functions*. Because the set of computable functions and the set of incomputable functions are complexity classes - sets of problems, algorithms or functions sharing the same worst-case computational requirements - Turing’s proof gives rise to a separation theorem asserting their distinctness. Just as Godel had (in effect) classified problem solutions as decidable or undecidable by derivation from axioms, Turing classified functions as computable or incomputable by means of effective procedures.

Thanks to Turing and an American counterpart named Alonzo Church (who managed to achieve parallel results by defining effective procedures arithmetically rather than in terms of a machine model), self-reference and diagonalization were taken to a whole new level…a level uniting the abstract and the concrete. The power of paradox had been harnessed as never before. So great was this achievement that it might have seemed the end of the line for this particular route to mathematical knowledge, at least in terms of major insights. But as is often the case in mathematics, new insight eventually became a platform for new problems and unforeseen investigations. For

once we have a distinction between the decidable and the undecidable, and the computable and the incomputable, we have the makings of a *scale* spanning each pair of poles…a scale requiring calibration in *degrees* of decidability and computability respectively. With respect to the difficulty of mathematical problems, the computational complexity parameter is called *tractability*.

**P?NP**

For practical purposes, the classes of undecidable problems and incomputable functions mark the upper end of the tractability scale. No matter how big our computer or how long we let it work on an undecidable problem or incomputable function, a solution will never be algorithmically produced. Even were a solution handed to us, it could not be checked and validated. On the other hand, what we find down towards the middle of the scale are problems considerably more tractable in nature. Even in the worst possible case, algorithmically computing an exact solution for one of these "tractable" problems requires a number of computational steps and/or an amount of memory that can be expressed as a polynomial function of the number of variables it contains.

But here ends the simplicity. For between the middle and the upper extreme of the scale, there resides a species of problem that can only be called *intractable*. While the solutions of such problems, should we be lucky enough to guess them, can always be *checked* for correctness by a polynomial algorithm, they cannot be polynomially *computed*. While exact solutions for intractable problems can be computed by *exhaustion algorithms* that check all possibilities at every decisive juncture, the costs of using such an algorithm are prohibitive in time and memory. In the worst case, using such an algorithm requires a number of computational steps and/or an amount of memory that *cannot* be expressed as a polynomial function of the number of variables in the problem. Bigger, faster-growing functions, e.g. exponential or factorial functions, seem to be required. Unfortunately, such functions expand so rapidly that it is not uncommon for the requirements they express to exceed the capacity of a computer bigger and older than the physical universe! Where the only available algorithm is exhaustive, the only way to get an exact solution in polynomial time is to let a nondeterministic Turing machine "guess" it and then use a polynomial-time "checking function" to see if the guess was right.

Among the problems whose solutions can be checked in polynomial time and are thus known to be in the class NP, some are known to be "universal" in the sense that all other problems in the genre can be *reduced* to them in polynomial time. That is, any instance of any problem in the class NP can be polynomially converted into an instance of the universal problem in such a way that if the reduced instance is solved, the solution can be polynomially translated back into a solution of the original problem. These universal problems are called *NP-complete*. Because of this reducibility, an algorithm that can solve any NP-complete problem in polynomial time can in principle solve any problem in the class. All we would have to do is graft a set of polynomial reduction algorithms onto the main NP-complete algorithm, convert any NP problem we might encounter to the one solved by the main algorithm, solve the reduction, and then translate the solution back into the language of the original problem. But reducibility works the other way as well. Were we to prove that any NP-complete problem is *not* polynomially solvable, we would know the same of every problem in the class. (If nothing else, this would tell us not to feel guilty for concentrating on the development of fast approximation algorithms.)

That which seems to be true is not always true in fact, and this applies as often in mathematics as in everyday life. So in the absence of hard mathematical proof, mathematicians are reluctant to assume that the classes of tractable and intractable problems are really different. Instead, they consider two possibilities. (1) All problems are ultimately tractable, but we haven’t found good (polynomial) algorithms for all of them yet. (2) Some problems, being innately intractable,*have* no good algorithms; thus, while we can always trust to luck and use a nondeterministic Turing machine to guess and check their solutions in polynomial time, we cannot do so reliably by using a deterministic algorithm. Where we call the complexity class of tractable problems P (for *Polynomial*, as in "solvable in *polynomial* time and space by a deterministic Turing machine") and the class containing both tractable and intractable-but-checkable problems NP (for *Nondeterministic Polynomial*, as in "solvable in *polynomial* time and space by a *nondeterministic* Turing machine"), these possibilities can be formulated as follows: (1) P=NP; (2) P¹ NP. Because the true relation sign is unknown, the problem of deciding between these two hypotheses can be written *P?NP*. P?NP is widely considered one of the most urgent open problems of mathematics.

When trying to solve hard problems, it usually pays to try methods that have worked against similar problems in the past. Because P¹ NP would amount to a separation theorem distinguishing between two disjoint complexity classes, namely P and (NP– P), it is only natural to try the same method used to prove other separation theorems: self-reference and diagonalization. As we have seen, this was the technique successfully employed by Godel and Turing to build the scale of complexity on which the boundary between tractability (P) and intractability (NP-P) would be a critical division. However, there are certain differences. The separation theorems thereby established were of an all-or-nothing variety; where no algorithms exist, algorithmic efficiency is irrelevant. From the original perspectives of Godel and Turing, making distinctions regarding algorithmic efficiency would probably have amounted to hairsplitting. So it is by no means assured that diagonalization and reduction will work on P?NP. And as we are about to see, recent work on the problem provides no special hope that it will.

**Oracles and Relativization**

A favorite technique of mathematicians everywhere is to assume that a difficult unsolved problem can be solved, and then develop the implications of this assumption in the hope of identifying some of the properties a solution would have if it existed. In the field of computational complexity, this often boils down to the invocation of *oracles*. An oracle is a set, encoded on a special tape in an OTM (Oracle Turing Machine), to which the machine can issue queries. Essentially, the oracle is just what its name implies: a fund of easy answers for questions that would otherwise be difficult or impossible for the machine to answer. Thus, if an OTM needs to know whether a particular instance of a particular problem is solvable, all it needs to do is ask an oracle containing all solvable instances of that problem whether or not it contains that instance. Where the oracle can answer instantaneously, the total time required for this operation is just the time needed to access the oracle and issue the query, plus the time needed to receive the answer. So as long as both of these times are polynomial, the entire process can be completed in polynomial time. If a polynomial-time solution exists given this oracle, then the intractable part of the problem has been conveniently isolated within the oracle.

A certain general relationship obtains between oracles and the worst-case lower bounds on computation established by diagonalization and reduction: in general, such bounds *relativize*, i.e. continue to apply in a context in which membership queries can be made to an arbitrary oracle set. This kind of relativizability can be regarded as a "measure of robustness" of such results; for example, Turing’s solution of the Halting problem relativizes because it is "too strong" to be affected by any particular choice of oracle. Unfortunately, hopes that the P?NP problem would be solved by diagonalization with reduction were dampened by the 1975 paper of Baker, Gill and Solovay, which employed an oracle set relative to which P=NP (as well as another relative to which P¹ NP). This suggests that the two classes P and (NP-P) cannot be separated by diagonalization and reduction, much as a pair of Siamese twins cannot be separated with a chainsaw. This, of course, throws into doubt the prospect that the P?NP problem can be resolved at all, giving rise to another hard question: *where* *next?*

The answer: nobody seems to know. In fact, one of the current trends is to shift attention away from Turing machines to a new model of computation involving acyclic Boolean circuits or "language processors". To understand how these work, we need a bit more background. Just as functions generalize the concept of algorithms, *languages* are generalizations of *problems*. Where a language is a set of strings over some fixed alphabet, and a problem is a set of *instances*(input strings) to be fed to an algorithm, the set of languages clearly includes the set of problems. So instead of asking whether a problem can be solved, we can ask whether its language – i.e., its set of YES instances - can be recognized by a given computational model (Turing machine, Boolean circuit). E.g., instead of asking if there exists an algorithm to solve the NP- complete problem of determining whether a graph can be colored with 3 colors so that no two adjacent vertices have the same color, we can ask if any Turing machine or Boolean circuit can "recognize the language" consisting of all 3-colorable graphs.

A *Boolean circuit* is a finite acyclic graph with n input nodes and one output node, where each non-input node is a "logic gate" typically functioning as one of the three Boolean connectives AND, OR, NOT (in most contexts, "acyclic" is synonymous with "non-self-referential"). The input nodes are labeled with the names x1,…,xn of variables comprising an instance of a problem to be solved – e.g., the |V|C2 possible edges of a |V|-vertex graph to be 3-colored - and for each assignment of 1 or 0 to each variable, the circuit computes a bit value at each gate (including the output gate). In effect, the structure of Bn is that of an algorithm which computes truth values for strings of length n on any assignment of truth values to its input variables (e.g., on any prospective "instance" of G3C or Graph 3-Colorability). Equivalently, Bn is a hard-wired recognition algorithm for the language L consisting of strings {s} in n variables for which the output of Bn is 1. If L is a language over {0,1} in complexity class P, then there is a polynomial-size family {Bn} of Boolean circuits such that Bn has n inputs, and for each input string s of length n, the output bit of Bn is

1 *iff* s Î L (when s is applied to the inputs of Bn). In this case, it is fair to say that

Bn *computes* L. Because of the relationship between the complexity of a problem and the size of its family of Boolean circuits, establishing an exponential lower bound on the size of the family of circuits corresponding to any NP-complete problem would effectively prove that P¹ NP.

Unfortunately, the Boolean circuit model has proven less fruitful than was hoped for establishing computational bounds. As a result, researchers now find themselves as needful as ever of a breakthrough in computation theory. In all likelihood, many of these researchers continue to wonder whether the diagonalization concept can somehow be taken farther than it already has been…whether the brilliant successes of Godel and Turing can be repeated. This interesting question will be the topic of a future paper.
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**Introduction: Thesis + Antithesis = Synthesis**

In agreeing to write this essay, I have promised to explain why I find Darwinism unconvincing. In order to keep this promise, I will be compelled to acknowledge the apparently paradoxical fact that I find it convincing as well. I find it convincing because it is in certain respects correct, and in fact tautologically so in the logical sense; I find it unconvincing because it is based on a weak and superficial understanding of causality and is therefore incomplete. Explaining why this is so will require a rather deep investigation of the nature of causality. It will also require not only that a direction of progress be indicated, but that a new synthesis embracing the seemingly antithetical notions of teleology and natural selection be outlined. But first, some essential background.

It would be hard to imagine philosophical issues bearing more strongly on the human condition than the nature of life and the meaning of human existence, and it would be hard to imagine a scientific issue bearing more strongly on the nature and meaning of life than biological origins. Our view of evolutionary biology, whatever it happens to be at any particular juncture, tells us much of what we believe about who and what we are and why we are here, unavoidably affecting how we view (and ultimately, treat) ourselves and each other. Unfortunately, the prevailing theory of biological origins seems to be telling us that at least one of these questions, *why are we here?*, is meaningless1…or at least this is the message that many of us, whether or not we are directly aware of it, seem to have received. As a result, the brightest hope of the new millennium, that we would see the dawn of a New Enlightenment in which the Meaning of it All would at last be revealed, already seems to have gone the way of an extravagant campaign promise at an inauguration ceremony.

The field of evolutionary biology is currently dominated by *neo-Darwinism*, a troubled marriage of convenience between post-Mendelian genetics and *natural selection*, a concept propounded by the naturalist Charles Darwin in his influential treatise *On the Origin of Species* .2 It has often been noted that the field and the theory appear to be inseparable; in many respects, it seems that evolutionary biology and Darwinism originated and evolve together, leading some to conclude that the field properly contains nothing that is not already accommodated by the theory.

Those attempting to justify this view frequently assert that the limitations of the theory are just the general limitations imposed on all scientific theories by standard scientific methodology, and that to exceed the expressive limitations of the theory is thus to transgress the boundaries of science. Others have noted that this seems to assume a prior justification of scientific methodology that does not in fact exist – merely that it works for certain purposes does not imply that it is optimal, particularly when it is evidently useless for others - and that in any case, the putative falsifiability of neo-Darwinism distinguishes it from any definition of *science* according to which the truth or falsity of such theories can be scientifically determined.3 Nevertheless, neo-Darwinism continues to claim exclusive dominion over the “science” of evolutionary biology.

Until the latter part of the 18th century, the story was quite different. People tended to regard the matter of biological origins in a religious light. The universe was widely considered to have been freely and purposively designed and created by God as described in the Book of Genesis, and divine purpose was thought to be immanent in nature and open to observation and study. This doctrine, called *teleology*, drew rational support from traditional theological “arguments from design” holding that nature could only have been designed and created by a supreme intelligence. But teleology began to wane with the rise of British empiricism, and by the time Darwin published his theory in 1859, the winds of change were howling his anthem. Since then, the decline of teleology has accelerated to a point at which every supposedly universal law of nature is confidently presented as “irrefutable evidence” that natural events unfold independently of intent, and that purpose, divine or otherwise, is irrelevant to natural causation.

The concept of teleology remains alive nonetheless, having recently been granted a scientific reprieve in the form of *Intelligent Design theory*. “ID theory” holds that the complexity of biological systems implies the involvement of empirically detectable intelligent causes in nature. Although the roots of ID theory can be traced back to theological arguments from design, it is explicitly scientific rather than theological in character, and has thus been presented on the same basis as any other scientific hypothesis awaiting scientific confirmation.4

Rather than confining itself to theological or teleological causation, ID theory technically allows for any kind of intelligent designer – a human being, an artificial intelligence, even sentient aliens. This reflects the idea that intelligence is a generic quality which leaves a signature identifiable by techniques already heavily employed in such fields as cryptography, anthropology, forensics and computer science. It remains only to note that while explaining the inherent complexity of such a material designer would launch an explanatory regress that could end only with some sort of Prime Mover, thus coming down to something very much like teleology after all, ID theory has thus far committed itself only to design inference. That is, it currently proposes only to explain complex biological phenomena in terms of design, not to explain the designer itself.5 With regard to deeper levels of explanation, the field remains open.

Because neo-Darwinism is held forth as a “synthesis” of Darwinian natural selection and post-Mendelian genetics, it is sometimes referred to as the “Modern Synthesis”. However, it appears to fall somewhat short of this title, for not only is its basic approach to evolutionary biology no longer especially modern, but despite the fact that it is a minority viewpoint counterbalanced by cogent and far more popular alternatives including theistic evolution6 and ID theory7, it actively resists meaningful extension. Many of its most influential proponents have dismissed ID theory virtually on sight, declaring themselves needless of justification or remedial dialectic despite the many points raised against them, and this is not something that the proponents of a “modern synthesis” would ordinarily have the privilege of doing. A synthesis is ordinarily expected to accommodate both sides of a controversy regarding its subject matter, not just the side favored by the synthesist.8

Given the dissonance of the neo-Darwinist and teleological viewpoints, it is hardly surprising that many modern authors and scientists regard the neo-Darwinian and teleological theories of biological evolution as mutually irreconcilable, dwelling on their differences and ignoring their commonalities. Each side of the debate seems intent on pointing out the real or imagined deficiencies of the other while resting its case on its own real or imagined virtues. This paper will take a road less traveled, treating the opposition of these views as a problem of reconciliation and seeking a consistent, comprehensive framework in which to combine their strengths, decide their differences, and unite them in synergy. To the extent that both theories can be interpreted in such a framework, any apparent points of contradiction would be separated by context, and irreconcilable differences thereby avoided.

The ideal reconciliatory framework would be self-contained but comprehensive, meaning that both theories could be truthfully interpreted within it to the maximum possible extent, and consistent, meaning that irreconcilable differences between the theories could not survive the interpretation process. It would also reveal any biconditionality between the two theories; were they in any way to imply each other, this would be made explicit. For example, were a logical extension of neo-Darwinism to somehow yield ID-related concepts such as teleological agency and teleological causation, these would be seen to emerge from neo-Darwinist premises; conversely, were ID-theoretic concepts to yield ingredients of neo-Darwinism, this too would be explicated. In any case, the result would wear the title of “synthesis” far more credibly than neo-Darwinism alone.

**Two Theories of Biological Causality**

In order to talk about origins and evolution, one must talk about causality, and because causality is a function of the system called “nature”, one must talk about nature. Theories of biological origins and evolution like Neo-Darwinism and ID theory are both theories of causality restricted to the context of biological origins and evolution, and because causality is a function of nature, each points toward an underlying theory of nature incorporating an appropriate treatment of causality. That is, biological origins and evolution, being for scientific purposes instances of causation or the outcomes of causal processes, require definitions, theories and models of nature and causality. But these definitions, theories and models involve deeper and more complex criteria than meet the casual eye, and even to experts in science and philosophy, it is not entirely obvious how to satisfy them. This is why causality remains a controversial subject.

A *cause* is something that brings about an effect or result, and *causality* is the quality or agency relating cause and effect. Because there are different requirements for bringing about an event or situation, there are different kinds of causation. In common usage, a “cause” may be an event which causes another event, the reason or rationale for an event, an agent or the motive thereof, the means by which an event transpires, supporting conditions for an event, or in fact anything satisfying any logical or physical requirement of a resultant effect. Because causal relationships would seem to exist in a causal medium providing some sort of basic connection between cause and effect, the study of causation has typically focused on the medium and its connectivity…i.e., on the “fabric of nature”.

The kinds of causation that are required in order to explain natural changes or events were enumerated by Aristotle in the 4th century BC. He posed four questions involving four types of causes: (1) What is changed to make the entity (Of what is it composed)? (2) What makes the entity change, and how? (3) What is the shape or pattern assumed by the entity as it changes?

(4) What is the goal toward which the change of the entity is directed? He respectively defined the answers to these questions as the *material cause*, the *efficient cause,* the *formal cause*, and the *final cause*. With its explicit allowance for formal and final causation, Aristotle's classificationultimately implies the existence of a purposive, pattern-generating Prime Mover, and thus laid the groundwork for a teleological explanation of nature that went all but unchallenged for well over a millennium.

But when the Age of Reason (circa 1650-1800) had finished taking its toll on traditional Scholastic doctrines largely based on Aristotelian insight, only material and efficient causes retained a place in scientific reasoning…and in the hands of philosophers like Hume and Kant, even these modes of causation were laid open to doubt. Hume claimed that causal relationships are nothing more than subjective expectations that certain sequences of events observed in the past will continue to be observed in the future9, while Kant went on to assert that causality is a category of cognition and perception according to which the mind organizes its experience of basically unknowable objects.10 Nevertheless, contemporary science retains its concern for material and efficient causes while letting formal and final causes languish in a state of near-total neglect.11

Distilled to a single sentence, the prevailing scientific view of nature and causality is roughly this: “Nature is associated with a space, generalizable to a spacetime manifold, permeated by fields under the causal influence of which objects move and interact in space and time according to logico-arithmetical laws of nature.” Despite its simplicity, this is a versatile causal framework with the power to express much of our scientific knowledge. But the questions to which it leads are as obvious as they are unanswered. For example, where do these laws reside? Of what are they composed? How and why did they originate? What are their properties? How do they function, and how are they sustained?12

In addition to generating questions about natural laws in general, the prevailing oversimplification of causality contains further gaps which have done as much to impede our understanding of nature as to further it.13 The associated problems are numerous, and they lead to yet another set of questions. For example, is causality formally and dynamically contained, uncontained or self-contained? What is its source, on what does it function, and what additional structure does it predicate of that on which it functions? What is its substance - is it mental, physical or both? How does it break down, and if it is stratified, then what are its levels? These questions lead in turn to further questions, and until all of these questions are answered at least in principle, no theory of biological causality stands on *terra firma*.

But before attempting to answer this question, let us have a look at the models of causality on which neo-Darwinism and ID theory are currently based.

**Causality According to Intelligent Design Theory**

Teleological causation is “top-down” causation in which the design and design imperative reside at the top, and the individual actualization events that realize the design reside at the bottom. The model universe required for teleological causality must therefore incorporate (1) a source and means of design, i.e. a designer or designing agency; (2) a design stage in which designs are generated and/or selected; (3) an actualization stage in which designs become physically real from the viewpoints of physical observers; and (4) a means or mechanism for passing from the design stage to the actualization stage. If such a model universe permits these observers to empirically detect interesting instantiations of teleology, so much the better.

Particular teleological model universes that have been proposed include any number of celestial hierarchies and heavenly bureaucracies with God at the top giving the orders, angels of various ranks serving on intermediate levels as messengers and functionaries, and humans at or near the bottom; the Aristotelian universe, incorporating formal and final causation and embodying the *telos* of a Prime Mover; teleologically “front-loaded” mechanistic universes in which causationresembles clockwork that has been set in autonomous motion by a purposive, mechanically talented designer; and the panentheistic universe explicated by (among others) Alfred North Whitehead, in which the teleological will of the designer is immanent in nature because in some sense, nature is properly contained *within* the designer.14 Although each has its strengths, these and other well-known teleological models are inadequate as formulated, failing to support various logical implications of requirements 1-4.

The model universe of ID theory, which can be regarded as a generalization of traditional teleological design theory with respect to causal agency, has essentially the same requirements. However, it also contains certain novel ingredients including a focus on intelligence, an emphasis on mathematical and information-theoretic concepts, and two novel ingredients called *irreducible* *complexity* and *specified complexity*.

*Irreducible complexity*, which is intended to describe biological systems and subsystems unlikelyto have been produced by gradual (piece-by-piece) evolution, is by definition a property of any integrated functional system from which the removal of any one or more core components critically impairs its original function.15 Although proposed examples have drawn fire – such examples include the bacterial flagellum, the human eye, the blood clotting cascade, and even the conventional spring-loaded mousetrap - the concept has a valid basis with roots in logic, graph theory and other branches of mathematics and engineering.

*Specified complexity* , which is intended as a more general description of the products ofintelligent causation, is by definition a property of anything that exhibits a recognizable pattern with a very low probability of occurring by chance. Whereas irreducible complexity is based on the sheer improbability of complex functionally-coherent systems, specified complexity adds an *intelligence* (rational pattern generation and recognition) criterion that lets functional complexitybe generalized to a pattern-based form of complexity better suited to probabilistic and information-theoretic analysis.16

Specified complexity amounts to a relationship between three attributes: *contingency, complexity* and *specification*. Contingency corresponds to freedom and variety (as when there are many distinct possibilities that may be selectively actualized), complexity corresponds to improbability, and specification corresponds to the existence of a meaningful pattern which, in conjunction with the other two attributes in sufficient measure, indicates an application of intelligence. Wherever all three of these attributes are coinstantiated, specified complexity is present.

Contingency is associated with *specificational* and *replicational* probabilistic resources. Specificational resources consist of a set or class of distinct pre- specified target events, while replicational resources consist of chances for at least one of the specified target events to occur. The chance of occurrence of an instance of specified complexity is the chance that these two kinds of resource will intersect in light of total contingency.

For example, the total contingency of a 4-digit lottery consists of the set of all possible drawings over unlimited trials and is associated with the numbers from 0000 to 9999, the specificational resources consist of a subset of distinct pre-specified 4-digit winning numbers to be replicated (matched or predicted), and the replicational resources consist of the tickets purchased. The chance that the lottery will have at least one winner equals the probability of intersection of the set of winning numbers and the set of tickets, given that there are ten thousand distinctly-numbered tickets that might have been purchased.

More topically, the total contingency of a particular evolutionary context consists of all possible (productive or dead-end) lines of evolution that might occur therein, the specificational resources consist of instances of specified complexity or “intelligent design”, and the replicational resources consist of all possible lines of evolution which can occur within some set of practical constraints imposed on the context, for example time or space constraints tending to limit replication. The chance that an instance of specified complexity will evolve equals the probability of intersection of the set of instances and the set of constrained lines of evolution, given the multiplicity of all of the possible lines of evolution that could occur. Where this probability is extremely low, some form of intelligent design is indicated.

Specified complexity is a powerful idea that yields insight crucial to the meaning and satisfaction of requirements 1-4. First, probability estimates for instances of specified complexity are so low as to require that specificational and replicational resources be linked in such a way that such events can actually occur, in effect raising their probability. It must therefore be determined whether the satisfaction of this requirement is consistent with the premise that low probabilities can actually be calculated for instances of specified complexity, and if so, how and why this can be reliably accomplished. And next, it must be shown that the required relationship implies intelligence and design.

Up to its current level of detail and coherence, the model universe of ID theory does not necessarily conflict with that of neo-Darwinism with respect to causality, but rather contains it, requiring only that causality be interpreted in light of this containment.

**Causality According to Neo-Darwinism**

Neo-Darwinism is the application of Darwinian natural selection to modern (post-Mendelian) genetics, which indifferently assumes that genetic mutations occur due to “random” DNA copying errors. This short but revealing description contains a certain amount of useful information. First, it reveals that causality is being at least partially reduced to some (ontic or epistemic) form of randomness. Even more revealingly, the phrase *natural selection* explicitly implies that nature is selective. Indeed, the term *natural* alone is instructive, for it reflects a naturalistic viewpoint according to which existence is ascribed exclusively to the natural world, i.e. “nature”.

In practice, most scientists consider *nature* to consist of that which is physical, observable and amenable to empirical investigation as prescribed by the scientific method, in their adherence to which they see themselves as following a naturalistic agenda. This is in keeping with *scientific* *naturalism*, a worldview of which neo-Darwinism is considered representative. Scientificnaturalism ascribes existence strictly to the physical or natural world consisting of space, time, matter and energy. Two strains of naturalism are sometimes distinguished, *philosophical* and *methodological*. While philosophical naturalism claims ontological force, methodologicalnaturalism is epistemological in flavor, merely asserting that nature *might as well* equal the physical world for scientific purposes. But in either case, scientific naturalism effectively confines the scientific study of nature to the physical. So inasmuch as neo-Darwinism is exemplary of scientific naturalism, it is physical or materialistic in character.17

In the picture of causality embraced by scientific naturalism, processes are either *random* or *deterministic*. In deterministic processes, objects are affected by laws and forces external to them,while in random processes, determinacy is either absent or unknown. A process can be “random” due to ignorance, statistics or presumed acausality…that is, because epistemological or observational limitations prevent identification of its hidden causal factors, because its causal outcomes are symmetrically or “randomly” distributed in the large, or because it is presumed to be nondeterministic. The first two of these possibilities are basically deterministic, while the last is (unverifiably) nondeterministic. So a neo-Darwinist either takes a deterministic view of causality or sees it in terms of the dichotomy between determinism and nondeterminism, in either case relying heavily on the theory of probability.

In fact, given that natural selection is based on the essentially trivial observation that nature imposes constraints on survival and reproduction18, neo-Darwinism boils down to little more than probability theory, genetics and a very simple abstract but nominally physical model of biological causality based on “survival and reproduction of the fittest” or some minor variant thereof. Thus, when its practitioners claim to have generated a prediction, it is generally not a deep secret of nature unearthed by means of advanced theoretical manipulation, but merely the result of applying what amounts to a principle of indifference19 to some question about mutation, adaptation, selection or reproduction, running the numbers, and tracking the implications through its simplistic model universe. If there were no such “theory” as neo-Darwinism, the same conclusion might have been reached with a straightforward combination of biology, genetics, chemistry, physics, a statistics calculator and a bit of common sense. This is why neo-Darwinism is so astonishingly able to absorb new effects and mechanisms the minute they come out of the core sciences.

Something else that neo-Darwinism seems to do with astonishing ease is absorb what appear on their faces to be contradictions. For example, many people, some might say a large majority, find it to some degree incredible that what amounts to a principle of indifference can be seriously offered as a causal explanation for the amazing complexity of the biological world, or for that matter any other part of the world. The fact that a principle of indifference is essentially devoid of information implies that neo-Darwinism yields not a causal explanation of biological complexity, but merely an open-ended simulation in which every bit of complexity delivered as output must have been present as input, any appearances to the contrary notwithstanding. This implies that neo-Darwinism *per se*, as distinguished from the core sciences from which it routinely borrows, adds precisely nothing to our knowledge of biological complexity or its source.

In order to deal with this seemingly inescapable problem, the proponents of neo-Darwinism have eagerly adopted the two hottest slogans in the theory of complex systems, *self-organization* and *emergence.* Self-organization is a spontaneous, extrinsically unguided process by which asystem develops an organized structure, while emergence refers to those global properties (functions, processes) of composite hierarchical systems that cannot be reduced to the properties of their component subsystems…the properties in which they are more than the sums of their parts. But the fact that these terms have been superficially defined does not imply that they have been adequately explained. Actually, they remain as much of a mystery in complexity theory as they are in biology, and can do nothing for neo-Darwinism but spin the pointer toward another hapless and equally helpless field of inquiry.

Because scientific naturalism denies that existence of any kind is possessed by anything of a supernatural or metaphysical character, including a designing intelligence, the definitions, theories and models of nature and causality on which it implicitly relies must be “physical”, at least in name. However, as we have already noted and will shortly explain in detail, what currently passes for an understanding of causality in the physical sciences leaves much to be desired. In particular, since the kind of causality treated in the physical sciences is ontologically and functionally dependent on the origin and evolution of the cosmos, scientific naturalists trying to answer questions about causality are obliged to consider *all* stages of causation and generation all the way back to the cosmic origin, constantly testing their answers to see if they continue to make sense when reformulated in more fundamental terms.

Unfortunately, this obligation is not being met. One reason is the reluctance of those who most need an understanding of causality to admit the extent of their ignorance. Another is the seeming intractability of certain problems associated with the causality concept itself.

**A Deeper Look at Causality**: **The Connectivity Problem**

Because causal relationships would seem to exist in a causal medium providing some sort of basic connection between cause and effect, the study of causation has typically focused on the medium and its connectivity…i.e., on the “fabric of nature”. How does this fabric permit different objects to interact, given that to *interact* is to *intersect* in the same events governed by the same laws and thus to possess a degree of sameness? How can multiple objects each simultaneously exhibit two opposite properties, sameness and difference, with respect to each other?

Equivalently, on what underlying form of connectivity is causality defined? When one asserts that one event “causes” another, what more general connection does this imply between the events? If there is no more general connection than the causal connection itself, then causality is underivable from any logically prior condition; it is something that happens *ex nihilo*, the sudden synthesis of a connection out of nothing. As Hume maintained, causal relationships are mere accidental correlations of subjectively-associated events.

But it can’t be quite that simple. In fact, Hume’s characterization of causality as mere random correlation presupposes the existence of a correlating agent who recognizes and unifies causal correlations through experience, and the abstractive, experiential coherence or *consciousness* of

this correlation-inducing agent constitutes a prior connective medium. So in this case, explaining causality requires that the subjective medium of experience, complete with its correlative “laws of causality”, be related to the objective world of real events.

Unfortunately, Hume’s thesis includes a denial that any such objective world exists. In Hume’s view, experience is all there is. And although Kant subsequently registered his qualified disagreement, asserting that there is indeed an objective outside world, he pronounced it unknowable, relegating causality to the status of a category of perception.20 This, of course, perpetuated the idea of causal subjectivity by continuing to presuppose the existence of an *a* *priori* subjective medium.

How can the nature of subjective causality be understood? As Kant observed, perception and cognition are mutually necessary; concepts without percepts are empty, and percepts without concepts are blind.21 It must therefore be asked to what extent perceptual reality might be an outward projection of cognitive processes, and natural processes the mirror images of mental processes.

This leads to another problem, that of *mind-matter dualism*.

**The Dualism Problem**

The Kantian distinction between phenomenal and noumenal reality, respectively defined as those parts of reality22 which are dependent on and independent of perception, mirrors a prior philosophical viewpoint known as *Cartesian (mind-matter) dualism*. Associated with René Descartes, the polymath mercenary who laid the groundwork for analytic geometry by helping to develop the concept of coordinate spaces, this is a form of *substance dualism* which asserts that reality consists of two immiscible “substances”, mind and matter. Cartesian dualism characterizes a certain influential approach to the *problem of mental causation*: how does the mind influence the physical body?

Cartesian dualism leads to a problem associated with the connectivity problem we have just discussed: if reality consists of two different “substances”, then what connects these substances in one unified “reality”? What is the medium which sustains their respective existences and the putative difference relationship between them? One possible (wrong) answer is that their relationship is merely abstract, and therefore irrelevant to material reality and devoid of material influence; another is that like the physical epiphenomenon of mind itself, it is essentially physical. But these positions, which are seen in association with a slew of related philosophical doctrines including *physicalism, materialism*, *naturalism*, *objectivism*, *epiphenomenalism* and *eliminativism*, merely beg the question that Cartesian dualism was intended to answer, namely the problem of mental causation.

Conveniently, modern logic affords a new level of analytical precision with respect to the Cartesian and Kantian dichotomies. Specifically, the branch of logic called *model theory* distinguishes *theories* from their *universes*, and considers the intervening semantic and interpretative mappings. Calling a theory an *object language* and its universe of discourse an *object universe*, it combines them in a *metaobject domain* consisting of the correspondencesamong their respective components and systems of components, and calls the theory or language in which this metaobject domain is analyzed a *metalanguage*. In like manner, the relationship between the metalanguage and the metaobject domain can be analyzed in a higher-level metalanguage, and so on. Because this situation can be recursively extended, level by level and metalanguage by metalanguage, in such a way that languages and their universes are conflated to an arbitrary degree, reality can with unlimited precision be characterized as a “metalinguistic metaobject”.

In this setting, the philosophical dichotomies in question take on a distinctly mathematical hue. Because theories are abstract, subjectively-formed mental constructs23, the mental, subjective side of reality can now be associated with the object language and metalanguage(s), while the physical, objective side of reality can be associated with the object universe and metauniverse(s), i.e. the metaobject domain(s). It takes very little effort to see that the mental/subjective and physical/objective sides of reality are now combined in the metaobjects, and that Cartesian and Kantian “substance dualism” have now been transformed to “property dualism”24 or *dual- aspect* *monism*. That is, we are now talking, in mathematically precise terms, about a “universalsubstance” of which mind and matter, the abstract and the concrete, the cognitive-perceptual and the physical, are mere properties or aspects.

Translating this into the scientific *status quo* is not difficult. Science regards causality as “objective”, taking its cues from observation while ignoring certain philosophical problems involving the nature of objectivity. But science also depends on theoretical reasoning, and this involves abstract analogues of causality to which science is equally indebted. To the extent that scientific theories accurately describe the universe, they are *isomorphic* to the universe; in order that nature be amenable to meaningful theorization, science must therefore assume that the basic cognitive ingredients of theories, and for that matter the perceptual ingredients of observations, mirror the corresponding ingredients of nature up to some minimal but assured level of isomorphism. Consistent theories of science thus require that physical and abstract causation be brought into basic correspondence as mandated by this necessity.

Abstract analogues of physical causation are already well-understood. Logically, causality is analogous to *implication*, an active or passive relationship between antecedents and consequents; theoretically, it is analogous to the application of rules of inference to expressions formulated within a theory; linguistically, it amounts to substitution or production according to the rules of a generative grammar; and mathematically, it amounts to the application of a rule, mapping, function, operation or transformation. In every case, the analogue is some form of recursive25 or iterative morphism to which a nonlogical interpretation may be attached.26 The object is therefore to understand physical reality in terms of such operations defined on an appropriate form of dual-aspect monism.

This leads directly to the *structure problem*.

**The Structure Problem**

A description or explanation of causality can only be formulated with respect to a particular “model universe” in which space, time and matter are defined and related to each other in such a way as to support the description. This relationship must account for the laws of nature and their role in natural processes. A little reflection should reveal that both neo-Darwinism and ID theory, as well as all other scientific theories, are currently deficient in this regard. At best, scientists have a very limited idea where the laws of nature reside, how they came to be, and how they work, and due to the limitations of their empirical methodology27, they have no means of clarification.

We have already encountered Aristotle’s four modes of causation: *material, efficient, formal* and *final*. These follow no special prescription, but are merely generic answers to questions aboutcertain features of Aristotle’s mental representation of nature…his model universe. There are as many additional modes of causation as there are meaningful questions regarding the structure and dynamics of a given model universe. For example, in addition to Aristotle’s questions *of what*, *who and how*, *what* and *why*, we could also ask *where* (positional causation), *when* (order ortiming of causation), *by virtue of what* (facilitative causation), and so forth. Thus, we could say that something happened *because* it was positioned in a medium containing its material cause and supporting its efficient cause, *because* the time was right or certain prerequisites were in place, *because* certain conditions were present or certain tools were available, et cetera.

On what kinds of model universe can a causality function be defined? Among the mathematical structures which science has long favored are *coordinate spaces* and *differentiable manifolds*. In differentiable coordinate spaces, laws of physics formulated as algebraic or differential equations may conveniently define smooth geometric curves which faithfully represent (e.g.) the trajectories of physical objects in motion. A model universe based on these constructs supports certain causal relationships to an impressive level of accuracy. However, it fails with respect to others, particularly those involving discrete or nonlocal28 changes or requiring high levels of coherence. In particular, it is incapable of modeling certain generative processes, including any generative process that might have led to its own existence, and beyond a certain point, its “continuity” attribute has eluded a completely satisfactory explanation.29

These and other difficulties have prompted some theorists to suggest model universes based on other kinds of mathematical structure. These include a new class of models to which the concepts of *information* and *computation* are essential. Called “discrete models”, they depict reality in terms of bits, quanta, quantum events, computational operations and other discrete, recursively-related units. Whereas continuum models are based on the notion of a *continuum*, a unified extensible whole that can be subdivided in such a way that any two distinct points are separated by an infinite number of intermediate points, discrete models reflect the fact that it is impossible to describe or define a change or separation in any way that does not involve a sudden finite jump in some parameter. Discrete models reflect the rising investment of the physical sciences in a quantum-theoretic view of reality, and the increasing dependence of science on computer simulation as an experimental tool.30

Discrete models have the advantage that they can more easily incorporate modern cybernetic concepts, including information, computation and feedback, which conduce to an understanding of reality as a control and communication system. In the context of such models, informational and computational reductionism is now pursued with a degree of enthusiasm formerly reserved for attempts to reduce the universe to matter and energy. However, certain difficulties persist. Discrete models remain dualistic, and they still cannot explain their own origins and existences. Nonlocality is still a problem for them, as are the general-relativistic spacetime deformations so easily formulated in continuum models. Because they allow the existence of discrete gaps between events, they tend to lack adequate connectivity. And in the shadow of these deficiencies, they can illuminate the interrelationship of space, time and object no more successfully than their continuum counterparts.

The unregenerate dualism of most discrete models demands particular attention. As we reasoned above, solving the problem of dualism requires that the mental and physical aspects of reality be brought into coincidence. Insofar as information and computation are essentially formal and abstract, reducing the material aspects of nature to information and computation should bring the concrete and the abstract, the material and the mental, into perfect coincidence. But because most discrete models treat information and computation as objective entities, tacitly incorporating the assumption that bits and computations are on the same ontological footing as particles and collisions, their mental dimension is overlooked. Because making no explicit provision for mind amounts to leaving it out of the mix, mind and matter remain separate, and dualism persists.

Is there another alternative? The model-theoretic perspective, which simultaneously juxtaposes and conflates subjective languages and their objective universes, suggests that reality embodies an ontic-nomothetic medium with abstract and physical aspects that are respectively related as syntax is related to language. For example, because scientific observation and theorization must be consistent, and logic is the backbone of consistency, the syntax of every scientific theory must incorporate logic. In the case of a geometric theory of physical reality like classical mechanics or relativity theory, this amounts (by model-theoretic implication) to the requirement that logic and geometry literally coincide. But where geometry is a property of “physical” spacetime, so then is logic, and if logic resides in spacetime, then so must logical grammar. This leads to the

requirement that physical dynamics be *objectively* reconciled with the formal grammar of logic and logic-based theories, ultimately including abstract causality in its entirety.

Obviously, conventional continuum and discrete models of reality fail to meet this requirement. As far as they and those who embrace them are concerned, the physical world is simply not answerable to any theory whatsoever, even logic. According to the standard empirical doctrine of science, we may observe reality but never impose our conceptions upon it, and this means that theory – even a theory as necessary to cognition and perception as logic - is always the beggar and never the master at the scientific table. The reason for this situation is clear; scientists need a means of guarding against the human tendency to confuse their inner subjective worlds, replete with fantasy and prejudice, with the factual external world conventionally studied by science.

But there is a very clear difference between logic on one hand, and fantasy and prejudice on the other. While science never needs the latter, it *always* needs the former. By excluding logic from nature, mainstream science has nothing to gain and everything to lose; in not attributing its own most basic requirements to its subject matter, it is cheating itself in a crucial way. Whether or not a theory which fails to predicate on its universe the wherewithal of its own validity turns out to be valid, it can be neither more nor less so for its false and subtly pretentious humility. On the other hand, failing to attribute these requirements to its universe when its universe in fact exhibits them, and when its universe would in fact be unintelligible without them, can ultimately cost it every bit of truth that it might otherwise have had…particularly if its methodology is inadequate to identify the problem and mandate a remedy.

Because they fail to provide definitive answers for questions about causality, conventional continuum and discrete models of reality devolve to acausality or infinite causal regression. No matter what causal explanations they seem to offer, one of two things is implied: (1) a cause prior to that which is cited in the explanation, or (2) random, spontaneous, acausal emergence from the void, no explanation supposedly required. Given the seeming absence of alternatives to determinism or randomness, or extrinsic31 and null causation, how are meaningful causal explanations to be completed?

**The Containment Problem**

A certain philosophically controversial hypothesis about causality presently rules the scientific world by fiat. It asserts that physical reality is closed under causal regression: “no physical event has a cause outside the physical domain."32 That is, if a physical event has a cause, then it has a *physical* cause. Obviously, the meaning of this principle is strongly dependent on the definition of *physical*, which is not as cut and dried as one might suppose.33It also contradicts the obvious factthat causality is an abstraction, at best indirectly observable through its effects on matter, which functions independently of any specific item of material content. How, then, does this principle manage to maintain its hold on science? The answer: false parsimony and explanatory debt. Concisely, *false parsimony* is when a theory achieves deceptive simplicity in its native context by sweeping its unpaid *explanatory debts* (explanatory deficiencies) into unkempt piles located in or between other areas of science.

It is an ill-kept secret that the scientific community, far from being one big happy family of smoothly-connected neighborhoods, consists of isolated, highly-specialized enclaves that often tend toward mutual ignorance and xenophobia. Under these circumstances, it is only natural to expect that when caught between an observational rock and a theoretical hard place, some of these enclaves will take advantage of the situation and “pass the explanatory buck”, neither knowing nor caring when or where it comes to rest as long as the maneuver takes some of the heat off them and frees them to conduct business as usual. While the explanatory buck-passing is almost never productive, this can be conveniently hidden in the deep, dark cracks and crevices between disciplines. As a result, many pressing explanatory obligations have been successfully

exiled to interdisciplinary limbo, an intellectual dead zone from which they cannot threaten the dominance of the physical causal closure thesis.

However, this ploy does not always work. Due to the longstanding scientific trend toward physical reductionism, the buck often gets passed to physics, and because physics is widely considered more fundamental than any other scientific discipline, it has a hard time deferring explanatory debts mailed directly to its address. Some of the explanatory debts for which physics is holding the bag are labeled “causality”, and some of these bags were sent to the physics department from the evolutionary biology department. These debt-filled bags were sent because the evolutionary biology department lacked the explanatory resources to pay them for itself. Unfortunately, physics can’t pay them either.

The reason that physics cannot pay explanatory debts generated by various causal hypotheses is that it does not itself possess an adequate understanding of causality. This is evident from the fact that in physics, events are assumed to be either *deterministic* or *nondeterministic* in origin. Given an object, event, set or process, it is usually assumed to have come about in one of just two possible ways: either it was brought about by something prior and external to it, or it sprang forth spontaneously as if by magic. The prevalence of this dichotomy, *determinacy versus* *randomness*, amounts to an unspoken scientific axiom asserting that everything in the universe isultimately either a function of causes external to the determined entity (up to and including the universe itself), or no function of anything whatsoever. In the former case there is a known or unknown explanation, albeit external; in the latter case, there is no explanation at all. In neither case can the universe be regarded as causally self-contained.

To a person unused to questioning this dichotomy, there may seem to be no middle ground. It may indeed seem that where events are not actively and connectively produced according to laws of nature, there is nothing to connect them, and thus that their distribution can only be random, patternless and meaningless. But there is another possibility after all: *self-determinacy*. Self-determinacy involves a higher-order generative process that yields not only the physical states of entities, but the entities themselves, the abstract laws that govern them, and the entire system which contains and coherently relates them. Self-determinism is the causal dynamic of any system that generates its own components and properties independently of prior laws or external structures. Because self-determinacy involves nothing of a preexisting or external nature, it is the only type of causal relationship suitable for a causally self-contained system.

In a self- deterministic system, causal regression leads to a completely intrinsic self-generative process. In any system that is *not* ultimately self-deterministic, including any system that is either random or deterministic in the standard extrinsic sense, causal regression terminates at null causality or does not terminate. In either of the latter two cases, science can fully explain nothing; in the absence of a final cause, even material and efficient causes are subject to causal regression toward ever more basic (prior and embedding) substances and processes, or if random in origin, toward primitive acausality. So given that explanation is largely what science is all about, science would seem to have no choice but to treat the universe as a self-deterministic, causally self-contained system.34

And thus do questions about evolution become questions about the self-generation of causally self-contained, self-emergent systems. In particular, *how* and *why* does such a system self-generate?

**The Utility (Selection) Problem**

As we have just noted, deterministic causality transforms the states of preexisting objects according to preexisting laws associated with an external medium. Where this involves or produces feedback, the feedback is of the conventional cybernetic variety; it transports information through the medium from one location to another and then back again, with transformations at each end of the loop. But where objects, laws and media do not yet exist, this kind of feedback is not yet possible. Accordingly, causality must be reformulated so that it can not only transform the states of natural systems, but account for self-deterministic relationships between states and laws of nature. In short, causality must become metacausality.35

Self-determination involves a generalized atemporal36 kind of feedback between physical states and the abstract laws that govern them. Whereas ordinary cybernetic feedback consists of information passed back and forth among controllers and regulated entities through a preexisting conductive or transmissive medium according to ambient sensory and actuative protocols – one may think of the Internet, with its closed informational loops and preexisting material processing nodes and communication channels, as a ready example - self-generative feedback must be ontological and *telic* rather than strictly physical in character.37 That is, it must be defined in such a way as to “metatemporally” bring the formal structure of cybernetics and its physical content into joint existence from a primitive, undifferentiated ontological groundstate. To pursue our example, the Internet, beginning as a timeless self-potential, would have to self-actualize, in the process generating time and causality.

But what is this ontological groundstate, and what is a “self-potential”? For that matter, what are the means and goal of cosmic self-actualization? The ontological groundstate may be somewhat simplistically characterized as a complete abeyance of binding ontological constraint, a sea of pure telic potential or “unbound telesis”. Self- potential can then be seen as a telic relationship of two lower kinds of potential: potential *states*, the possible sets of definitive properties possessed by an entity along with their possible values, and potential *laws* (nomological syntax) according to which states are defined, recognized and transformed.38 Thus, the ontological groundstate can for most purposes be equated with all possible state-syntax relationships or “self-potentials”, and the means of self-actualization is simply a telic, metacausal mode of recursion through which telic potentials are refined into specific state-syntax configurations. The particulars of this process depend on the specific model universe – and in light of dual-aspect monism, the *real self-modeling* universe - in which the telic potential is actualized.

And now we come to what might be seen as the pivotal question: what is the *goal* of self-actualization? Conveniently enough, this question contains its own answer: self-actualization, a generic analogue of Aristotelian final causation and thus of teleology, is *its own* inevitable outcome and thus its own goal.39 Whatever its specific details may be, they are actualized by the universe alone, and this means that they are mere special instances of cosmic self-actualization. Although the word “goal” has subjective connotations – for example, some definitions stipulate that a goal must be the object of an instinctual drive or other subjective impulse – we could easily adopt a reductive or functionalist approach to such terms, taking them to reduce or refer to objective features of reality. Similarly, if the term “goal” implies some measure of design or pre-formulation, then we could easily observe that natural selection does so as well, for nature has already largely determined what “designs” it will accept for survival and thereby render fit.

Given that the self-containment of nature implies causal closure implies self-determinism implies self-actualization, how is self-actualization to be achieved? Obviously, nature must select some possible form in which to self-actualize. Since a self-contained, causally closed universe does not have the luxury of external guidance, it needs to generate an *intrinsic* self-selection criterion in order to do this. Since *utility* is the name already given to the attribute which is maximized by any rational choice function, and since a totally self-actualizing system has the privilege of defining its own standard of rationality40, we may as well speak of this self-selection criterion in terms of

global or generic self-utility. That is, the self-actualizing universe must generate and retrieve information on the intrinsic utility content of various possible forms that it might take.

The utility concept bears more inspection than it ordinarily gets. Utility often entails a subject-object distinction; for example, the utility of an apple in a pantry is biologically and psychologically generated by a more or less conscious subject of whom its existence is ostensibly independent, and it thus makes little sense to speak of its “intrinsic utility”. While it might be asserted that an apple or some other relatively non-conscious material object is “good for its own sake” and thus in possession of intrinsic utility, attributing self-interest to something implies that it is a subject as well as an object, and thus that it is capable of subjective self-recognition.41 To the extent that the universe is at once an *object* of selection and a self-selective *subject* capable of some degree of self-recognition, it supports intrinsic utility (as does any coherent state-syntax relationship). An apple, on the other hand, does not seem at first glance to meet this criterion.

But a closer look again turns out to be warranted. Since an apple is a part of the universe and therefore embodies its intrinsic self-utility, and since the various causes of the apple (material, efficient and so on) can be traced back along their causal chains to the intrinsic causation and utility of the universe, the apple has a certain amount of intrinsic utility after all. This is confirmed when we consider that its taste and nutritional value, wherein reside its utility for the person who eats it, further its genetic utility by encouraging its widespread cultivation and dissemination. In fact, this line of reasoning can be extended beyond the biological realm to the world of inert objects, for in a sense, they too are naturally selected for existence. Potentials that obey the laws of nature are permitted to exist in nature and are thereby rendered “fit”, while potentials that do not are excluded.42 So it seems that in principle, natural selection determines the survival of not just actualities but potentials, and in either case it does so according to an intrinsic utility criterion ultimately based on global self-utility.

It is important to be clear on the relationship between utility and causality. Utility is simply a generic selection criterion essential to the only cosmologically acceptable form of causality, namely self-determinism. The subjective gratification associated with positive utility in the biological and psychological realms is ultimately beside the point. No longer need natural processes be explained under suspicion of anthropomorphism; causal explanations need no longer implicitly refer to instinctive drives and subjective motivations. Instead, they can refer directly to a generic objective “drive”, namely intrinsic causality…the “drive” of the universe to maximize an intrinsic self-selection criterion over various relational strata within the bounds of its internal constraints.43 Teleology and scientific naturalism are equally satisfied; the global self-selection imperative to which causality necessarily devolves is a generic property of nature to which subjective drives and motivations necessarily “reduce”, for it distributes by embedment over the intrinsic utility of every natural system.

Intrinsic utility and natural selection relate to each other as both reason and outcome. When an evolutionary biologist extols the elegance or effectiveness of a given biological “design” with respect to a given function, as in “the wings of a bird are beautifully *designed* for flight”, he is really talking about intrinsic utility, with which biological fitness is thus entirely synonymous. Survival and its requisites have intrinsic utility for that which survives, be it an organism or a species; that which survives derives utility from its environment *in order to* survive and *as a result* *of* its survival. It follows that neo-Darwinism, a theory of biological causation whose proponentshave tried to restrict it to determinism and randomness, is properly a theory of intrinsic utility and thus of self-determinism. Athough neo-Darwinists claim that the kind of utility driving natural selection is non-teleological and unique to the particular independent systems being naturally selected, this claim is logically insupportable. Causality ultimately boils down to the tautological fact that on all possible scales, nature is both *that which selects* and *that which is selected*, and this means that natural selection is ultimately based on the intrinsic utility of nature at large.

But in light of causal self-containment, so is teleology. Why, then, do so many supporters of teleology and neo-Darwinism seem to think them mutually exclusive?

**The Stratification Problem**

It is frequently taken for granted that neo-Darwinism and ID theory are mutually incompatible, and that if one is true, then the other must be false. But while this assessment may be accurate with regard to certain inessential propositions attached to the core theories like pork-barrel riders on congressional bills44, it is not so obvious with regard to the core theories themselves. In fact, these theories are dealing with different levels of causality.

The scientific method says that experiments must be replicable, and this means that the same laws must govern the same kinds of events under the same conditions throughout nature. So where possible, the laws of nature are scientifically formulated in such a way that they distribute over space and time, the same laws applying under similar conditions at all times and places. Science also requires that the laws of nature be formulated in such a way that the next state of an object depends only on its present state, including all of the forces impinging on it at the present moment, with no memory of prior states required. Little wonder that science enforces these two conditions with extreme prejudice wherever possible, for in principle, they guarantee its ability to predict the future of any physical system from a mere knowledge of its current state and the distributed laws of nature.45

Science imposes yet further constraints on causality. One, the empirical discernability criterion of the scientific method46, guarantees the recognizability of physical states by insisting that they be formulated in terms of first-order properties47 called *observables* that can be unambiguously measured in conjunction with physical objects. Another, which we have already encountered, is the locality principle, which says that there can be no “nonlocal” jumps from one point in a physical manifold to another non-adjacent point.48 This adds an adjacency or continuity constraint to the Laplacian ideal; the laws of nature must not only be formulated in such a way that the next state of an object depends only on its present state, but in such a way that successive states are “near” each other, i.e. so that smaller amounts of time and energy correspond to smaller distances. This proportionality of distance and effect permits the laws of causality to be consistently applied on the macroscopic and microscopic scales.

Of all the preconceived restrictions and unnecessary demands imposed on causality by science, the least questioned is the requirement that the relationship between physical states and laws of nature be one-way, with states depending on laws but not vice versa. Science regards the laws of nature as immutable, states as existing and transforming at their beck and call, and the directional dependency relationship between laws and states as something that has existed for all time. When the laws dictate that an event should happen, it happens; on the other hand, any event chancing to occur without their guidance is uncaused and totally “random”. This leads to the determinacy-versus-randomness dichotomy already discussed in connection with the containment and utility problems.

Due to these criteria, what science calls a “law of nature” is typically an autonomous relationship of first-order properties of physical objects, and so for the laws of state transformation that govern causation. There can be little doubt that science has succeeded in identifying a useful set of such laws. Whether or not they suffice for a full description of nature and causality (and they do not), they are an important part of the total picture, and wherever possible, they should indeed be tracked down and exploited to their full descriptive and prescriptive potential. But at least one caveat is in order: they should be regarded as explaining *only that which they can be empirically* *and/or rationally shown to explain*. As with any other scientific assertion, they must be kept pureof any metaphysical prejudice tending to artificially inflate their scope or explanatory weight.

It is thus a matter of no small concern that in pursuing its policy of causal simplification, the scientific mainstream seems to have smuggled into its baggage compartment a certain piece of contraband which appears, despite its extreme resistance to rational or empirical justification, to be masquerading as a tacit “meta-law” of nature. It states that every higher-order relationship of objects and events in nature, regardless of complexity or level of dynamic integration, *must* be strictly determined by distributed laws of nature acting independently on each of its individual components. Along with the other items on the neo-Laplacian wish-list of causal conveniences to which the scientific mainstream insists that nature be held, this criterion betrays a marked preference for a “bottom-up” approach to causation, suggesting that it be called the *bottom-up* *thesis*.49

The bottom-up thesis merely underscores something that we already know about the scientific mainstream: it wants with all of its might to believe that in principle, the whole destiny of the natural world and everything in it can be exhaustively predicted and explained on the basis of (1) a Laplacian snapshot of its current details, and (2) a few distributed laws of nature from which to exhaustively develop the implications. So irresistable is this desire that some of those caught in its grip are willing to make a pair of extraordinary claims. The first is that science has completely explained some of nature’s most complex systems in terms of microscopic random events *simply* *by generically classifying the microscopic events that might possibly have been involved in their realization*. The second is that observed distributions of such events, which they again call“random”, prove that no system in nature, regardless of its complexity, has ever come into being from the top down.

The genotype-to-phenotype mapping is a case in point. Many neo-Darwinists seem to have inferred that what happens near the endpoints of this mapping - the seemingly random mutation of genotypes and the brutal, deterministic competition among phenotypes – offers more insight regarding nature and causality than does the delicate, exquisitely complex ontogenic symphony performed by the mapping itself. In response to the observation that the theoretical emphasis has been lopsided, one hears that *of course* neo-Darwinists acknowledge the involvement of intermediate processes in the emergence of biological complexity from strings of DNA. For are not genes converted to proteins, which fold into functional forms and interact with other molecules to alter the timing of gene expression, which can lead to cytodifferentiation, pattern formation, morphogenesis and so on, and is this whole self-organizational process not highly sensitive to developmental interactions with the environment?

Unfortunately, where the acknowledged processes and interactions are still assumed to be micro-causal and deterministic, the acknowledgement is meaningless. In fact, the higher-order structure and processing of complex biological systems has only been shoveled into an unkempt pile sexily labeled “emergent phenomena” and bulldozed across the interdisciplinary divide into complex systems theory. And thus begins a ramose paper trail supposedly leading to the final owners of the explanatory debt, but instead looping, dead-ending or petering out in interdisciplinary limbo. The explanatory buck is thereby passed into oblivion, and the bottom-up thesis rolls like righteous thunder over any voice daring to question it.

In fact, the top-down and bottom-up approaches to causality are not as antithetical as they might seem. In the bottom-up view of causality, states evolve according to laws of nature in a temporal direction preferred by the second law of thermodynamics, which holds under the assumption that physical states are governed by laws of nature independent of state. But this assumption can hold only up to a point, for while the prevailing model universe supports only bottom-up causation, the situation is dramatically reversed with respect to cosmology. Because cosmological causal regression terminates with an ancestral cosmic singularity representing the whole of nature while omitting all of its details, standard cosmology ultimately supports *only* a top-down approach. The natural affinity of the cosmos for top-down causation – the fact that it is *itself* an instance of top-down causation - effectively relegates bottom-up causation to secondary status, ruling out the bottom-up thesis and thus making room for a new model universe supporting and reconciling both approaches.

It turns out that in a certain kind of model universe, the top-down and bottom-up approaches are to some degree mutually transparent50. Two necessary features of such a model universe are (1) sufficient causal freedom to yield probabilistic resources in useful amounts, and (2) structural support for metacausal access to those resources. As it happens, a well-known ingredient of nature, *quantum uncertainty*, provides the required sort of causal freedom. But while nature exhibits quantum uncertainty in abundance and can thus generate probabilistic resources at a certain respectable rate, the prevailing model universe supports neither metacausal relationships nor sufficient access to these resources. In fact, it fails to adequately support even quantum mechanics itself.

The new model universe must remedy these shortcomings…but how?

**Synthesis: Some Essential Features of a Unifying Model of Nature and Causality**

Classical mechanics, inarguably one of the most successful theories in history, is often cited as a model of theoretical progress in the sciences. When certain problems arose that could not be solved within its conceptual framework, it was extended to create a *metatheory* in which it exists as a “limiting case”. In fact, this was done thrice in fairly rapid succession. The first extension created the Special Theory of Relativity, in which classical mechanics holds as a low-to-medium velocity limit. The second created the General Theory of Relativity, in the curved spacetime manifold of which the flat Minkowskian manifold of Special Relativity holds as a local limit. And the third created quantum mechanics, in which classical mechanics holds as a “decoherence limit”.51 Indeed, whenever a theory is extended by adjoining to it one or more new concepts, this creates a metatheory expressing the relationship between the adjoint concept(s) and the original theory.

The model universe of neo-Darwinism is just a special-purpose refinement of the continuous coordinate spaces of classical mechanics, and its causal limitations are shared by neo-Darwinism and most other scientific theories. This is because most sciences, not including certain branches of physics and engineering, have been unable to absorb and utilize the relativistic and quantum extensions of the classical model, each of which suffers in any event from many of the same difficulties with causality. It follows that another extension is required, and since neo-Darwinism holds true within a limited causal domain, it must hold in this extension as a limiting case (minus its inessential philosophical baggage). In other words, causality must become the objective, distributive limit of metacausality.

Such an extension has already been described52, and it embodies solutions for all of the problems discussed in this paper. Concisely, it embeds physical reality in an extended logico-algebraic structure, a *Self-Configuring Self-Processing Language* or SCSPL. SCSPL incorporates a pregeometric53 *conspansive manifold* in which the classical spacetime manifold is embedded as a limiting configuration. SCSPL brings formal and physical causality into seamless conjunction by generically equating the laws of nature with SCSPL syntax, and then contracting the semantic, model-theoretic correspondence between syntax and state (or laws and observables)54 so that they coincide in *syntactic operators*, physical quanta of self-transducing information. Through properties called *hology* (syntactic self-similarity) and *triality* (space-time-object conflation), total systemic self-containment is achieved. In particular, the system is self-deterministically closed under causation.

SCSPL evolves by *telic recursion*, a higher-order process55 of which causality is the physical limit (as required). In standard causality, physical states evolve according to laws of nature; in telic recursion, syntax-state relationships evolve by maximization of intrinsic utility. The temporal phase of telic recursion is *conspansion*, a dual-aspect process coordinating formal/telic and physical modes of evolution. By virtue of *conspansive duality*, SCSPL simultaneously evolves like a (metacausal, telic-recursive) generative grammar and a physical dynamical system, at once implementing top-down and bottom-up causation. Conspansion involves an alternation between *self-replication* and *self-selection*, thus constituting a generalization of Darwinian evolution inwhich specificational and replicational probabilistic resources are rationally linked. In this way, neo-Darwinist and design-theoretic (bottom-up and top-down) modes of causality become recognizable as complementary aspects of a single comprehensive evolutionary process.

From a formal standpoint, SCSPL has several unique and interesting features. Being based on logic,56 it identifies itself with the logical syntax of its perceptual universe on grounds of logical-perceptual isomorphism. This eliminates the conventional model-theoretic distinction among theory, universe and theory-universe correspondence, contracting the problematic mapping between abstract and concrete reality on the syntactic (nomological) level. This brings the physical world into coincidence with its logical counterpart, effecting dual-aspect monism and putting logical attributes on the same explanatory footing as physical attributes. SCSPL thus adjoins logic to nature, injecting57 nature with the abstract logical infrastructure of perception and theorization and endowing physical reality with the remedial conceptual apparatus demanded by the problems, paradoxes and explanatory deficiencies straining its classical descriptions. At the same time, it adjoins nature to logic in the form of perceptual categories and necessary high-level properties including closure, comprehensiveness, consistency and teleo-nomological coherence, thus opening logical routes to physical insight.

SCSPL offers yet further advantages. In defining nature to include logic and cognition, it relates physics and mathematics on a basic level, thus merging the rational foundations of mathematics with the perceptual foundations of physics and letting each provide crucial support for the other. By affording an integrated conceptual framework for prior conflicting extensions of classical reality, it sets the stage for their ultimate reconciliation. And its cross-interpretation of the cognitive and physical aspects of nature renders the universe *self-explaining* and *self-modeling*, thus effecting self-containment on the theoretic and model-theoretic levels. That is, SCSPL self-containment effects not just causal and generative closure, but closure under the inverse operations of explanation and interpretation, thus permitting nature to physically model and teleo-nomologically justify its own self-configurative determinations. In SCSPL, natural laws and physical states are seen as expressions of the intrinsic utility *of* nature *by* and *for* nature.

The reflexive self-processing and (telic) self-configuration functions of SCSPL imply that nature possesses generalized functional analogues of human self-awareness and volition, and thus a generalized capacity for utilitarian self-design. The self-design and self- modeling capacity of nature suggests that the universe is a kind of stratified “self-simulation” in which the physical and logico-telic aspects of reality can be regarded as respectively “simulated” and “simulative” in a generalized quantum-computational sense. This makes SCSPL relevant to self-organization, emergence and other complexity-theoretic phenomena increasingly attractive to the proponents of neo-Darwinism and other causally-challenged theories. At the same time, the fact that SCSPL evolution is both nomologically coherent and subject to a rational intrinsic utility criterion implies that the universe possesses properties equivalent to generalized intelligence, suggesting the possibility of an integrated SCSPL approach to the problems of consciousness and evolution.

The overall theory which logically extends the concepts of nature and causality to SCSPL and telic recursion, thereby merging the perceptual manifold with its cognitive and telic infrastructure, is known as the *Cognitive-Theoretic Model of the Universe* or CTMU, and its approach to biological origins and evolution is called *Teleologic Evolution.*58 Based on the concept of telic-recursive metacausation, Teleologic Evolution is a dynamic interplay of replication and selection through which the universe creates itself and the life it contains. Teleologic Evolution is a stratified process which occurs on levels respectively associated with the evolution of the cosmos and the evolution of life, thus permitting organic evolution to mirror that of the universe in which it occurs. It improves on traditional approaches to teleology by extending the concept of *nature* in a way eliminating any need for "supernatural" intervention, and it improves on neo-Darwinism by addressing the full extent of nature and its causal dynamics.

Due to their implicit reliance on different notions of causality, teleology and evolution were once considered mutually exclusory. While teleology appears to require a looping kind of causality consistent with the idea that ends are immanent in nature (even in beginnings), evolution seems to require that mutation and natural selection exhibit some combination of nondeterminacy and linear determinacy. In contrast, the phrase *Teleologic Evolution* reflects their complementarity within a coherent self-configurative ensemble identifying nature with its own utilitarian self-actualization imperative. In the associated metacausal extension of physical reality, the two central processes of evolution, replication and selection, are seen to occur on at least two mutually-facilitative levels respectively associated with the evolution of the universe and that of organic life.59 Meanwhile, the intrinsic utility criterion of self-selection implies that nature, as rationally defined in the CTMU, possesses a generalized form of intelligence by which all levels of evolution are driven and directed, equating selection with specification and metacausally relating it to replication.60 Reality is united with its generative principle by the rational linkage between the domain and codomain of the teleological, meta-Darwinian level of natural selection.

Because nature consists of all that is logically relevant to perception, and logic consists of the rules of thought and therefore comprises an essential theory of cognition, the CTMU couples mind and nature in a way suggestive of Ouroboros divided and reunited…two intimately entwined constrictors, estranged centuries ago by mind-body dualism but now locked in a renewed embrace, each swallowing the other’s entailments. Perhaps this reunion will deter the militant torch-bearers of scientific naturalism from further reneging on their explanatory debts and fleecing mankind of its millennial hopes and dreams after all. And if so, then perhaps mankind can snuff the rapidly dwindling fuse of its insidious ontological identity crisis while these hopes and dreams still have a fighting chance of realization, and the intrinsic utility of mankind is still salvageable.
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13  For example, there is the gap between mind and matter; the gap between abstract and concrete existence; the gap between causality and generative cosmogony; the gap between classical and quantum mechanics, and so on. Because these gaps are serious, there is no reason to think that causality can be adequately explained as long as they exist.
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18  At the time that Charles Darwin made this observation and formulated his natural selection thesis, it was still obscured by centuries of teleological dominance.

19  The canonical *principle of indifference* (or *insufficient reason*) states that where there is no positive reason for assigning different probabilities to competing statistical or predictive assertions, e.g. different possible mutations weighted by relative frequency, equal probabilities must be assigned to all. Since this is essentially how neo-Darwinism calculates its random distributions of mutations and other events, it is just a biological variant of the principle of indifference.

20  Kant, *The Critique of Pure Reason,* p. 83: “Things which we see are not by themselves what we see ... It remains completely unknown to us what the objects may be by themselves and apart from the receptivity of our senses. We know nothing but our manner of perceiving them.”; p. 147: “We ourselves introduce that order and regularity in the appearance which we entitle ‘nature’. We could never find them in appearances had we not ourselves, by the nature of our own mind, originally set them there.”

21  Ibid., p. 93: “Thoughts without content are empty, intuitions without concepts are blind.”

22  For cognitive (and thus for theoretical and scientific) purposes, *reality* consists of perception plus the abstract cognitive apparatus required to generate, support and sustain it.

23  It makes no difference that scientific theories are based on “objective” empirical observations; the key point is that scientific observation and theorization require subjectively conscious agents called “scientists”, and that there exists no possible means of ruling out subjectivity on the part of any other kind of observer-theorist. Whatever reality “might have been without us”, our presence immediately implies that it possesses a subjective dimension.

24  *Property dualism* asserts that the properties *mental* and *physical*, while essentially different, apply to thesame objects. Dual aspect monism asserts that these two properties together characterize the fundamental “substance” of nature.

25  The *Church-Turing Thesis* asserts that the class of recursive functions and the class of effectively computable functions are the same. This is generally taken to imply an isomorphism between the formal, abstract realm of recursive functions and the physical, mechanical realm in which abstract Turing machines are instantiated. For theoretical purposes, this isomorphism must be taken for granted; without it, theoretical instances of recursion could not be model-theoretically interpreted in physical reality, and physical reality could not be scientifically explained.

26  … even if what gets iterated is a “continuous” function representing motion in a differentiable manifold.

27  Scientific methodology conforms to the *scientific method*, which prescribes that nature be treated as if it were everywhere both discernable and replicable, and the related doctrine of falsifiability, which asserts that science is concerned only with hypotheses that are conceivably false and susceptible to empirical disproof. However, *nature* cannot be meaningfully defined in such a way that these criteria always hold within it. For example, no full description of nature can exclude references to universal, unconditional and therefore unfalsifiable properties of nature, and such unfalsifiable properties need not be scientifically trivial.

28  In physics, spatial and spatiotemporal manifolds are usually constrained by the *locality principle*, according to which nothing travels faster than light. Locality can be more fundamentally defined as the condition that in relocating from one point to another in a metric space, an object must traverse the entire sequence of adjacent finite or infinitesimal intervals comprising some intervening path within the metric on which locality is being enforced. In other words, locality means “no sudden jumps from one point to another, through the space containing the points or any external space thereof.” The bearing on causality is obvious.

29  Continuity is understood in terms of infinitesimal displacements. Several approaches exist to the topic of infinitesimals, some more controversial than others. The most common is the Cauchy-Weierstrass epsilon-delta formalism; the most sophisticated is that of which A. Robinson’s *nonstandard analysis* is the earliest and most successful representative.

30  Perhaps the most fashionable discrete model universe is explicitly based on a computational paradigm, the cellular automaton. An encyclopedic account of this paradigm can be found in Wolfram, S. 2002. *A New* *Kind of Science*. Champaign, IL: Wolfram Media.

31  This means “extrinsic to the object affected by causality”. For example, consider the problem of the origin of the *real universe*. Where the real universe is defined to contain all that is perceptible and/or of relevance to that which is perceptible, anything sufficiently real to have originated, caused or influenced it is contained within it by definition. Thus, extrinsic causality (standard determinacy) cannot be invoked to explain the origin of the real universe. Because every instance of causation *within* the real universe ultimately leads back to the origin of reality by causal regression, standard determinacy fails as a causal paradigm.

32  This particular formulation of the “physical causal closure thesis” is due to the contemporary philosopher Jaegwon Kim. [Kim, J. 2000. *Mind in a Physical World*. Cambridge, MA: MIT Press.] By the mathematical definition of closure, causal closure implies reflexive self-determinism. Because the physical causal closure

thesis instead relies on standard determinism, it is conceptually deficient and powerless to effect causal closure.

33  *Physical* is a rather ambiguous term that currently means “of or relating to matter and energy or thesciences dealing with them, especially physics”. It thus refers to a relationship of unspecified extent, namely the extended relational plexus generated by the concepts of *matter* and *energy*. While causality does indeed relate to matter and energy, it can be neither held in the hand nor converted to heat, and because it thus bears description as neither matter nor energy, it resides elsewhere in this extended relationship. It follows that causality is more than physical. Where *physical* is further defined as “belonging to the class of phenomena accessible to the scientific method”, only those levels of causality which are both discernable and replicable may be called “physical”.

34  In any case, the self-containment of the real universe is implied by the following contradiction: if there were any *external* entity or influence that were sufficiently real to affect the real universe, then by virtue of its reality, it would by definition be *internal* to the real universe.

35  Metacausality is the causal principle or agency responsible for the origin or “causation” of causality itself (in conjunction with state). This makes it responsible for its own origin as well, ultimately demanding that it self-actualize from an ontological groundstate consisting of unbound ontic potential.

36  Where time is defined on physical change, metacausal processes that affect potentials without causing actual physical changes are by definition atemporal.

37  *Telesis* is a convergent metacausal generalization of law and state, where law relates to state roughly asthe syntax of a language relates to its expressions through generative grammar…but with the additional stipulation that as a part of syntax, generative grammar must in this case generate itself along with state. Feedback between syntax and state may thus be called *telic feedback*.

38  Beyond a certain level of specificity, no detailed knowledge of state or law is required in order to undertake a generic logical analysis of telesis.

39  To achieve causal closure with respect to final causation, a metacausal agency must self-configure in such a way that it relates to itself as the ultimate utility, making it the *agency, act* and *product* of its own self-configuration. This 3-way coincidence, called *triality*, follows from self-containment and implies that self-configuration is intrinsically utile, thus explaining its occurrence in terms of intrinsic utility.

40  It might be objected that the term “rationality” has no place in the discussion…that there is no reason to assume that the universe has sufficient self-recognitional coherence or “consciousness” to be “rational”. However, since the universe does indeed manage to consistently self-recognize and self-actualize in a certain objective sense, and these processes are to some extent functionally analogous to human self-recognition and self-actualization, we can in this sense and to this extent justify the use of terms like “consciousness” and “rationality” to describe them. This is very much in the spirit of such doctrines as physical reductionism, functionalism and eliminativism, which assert that such terms devolve or refer to objective physical or functional relationships. Much the same reasoning applies to the term *utility*.

41  In computation theory, *recognition* denotes the acceptance of a language by a transducer according to its programming or “transductive syntax”. Because the universe is a self-accepting transducer, this concept has physical bearing and implications.

42  The concept of potential is an essential ingredient of physical reasoning. Where a *potential* is a set of possibilities from which something is *actualized*, potential is necessary to explain the existence of anything in particular (as opposed to some other partially equivalent possibility).

43  Possible constraints include locality, uncertainty, blockage, noise, interference, undecidability and other intrinsic features of the natural world.

44  Examples include the *atheism* and *materialism* riders often attached to neo-Darwinism, and the *Biblical* *Creationism* rider often mistakenly attached to ID theory.

45  This view was captured by the French astronomer and mathematician Pierre Simon Laplace (1749-1827) in his *Philosophical Essay on Probabilities* (1814): “An intellect which at any given moment knew all the forces that animate Nature and the mutual positions of the beings that comprise it, if this intellect were vast enough to submit its data to analysis, could condense into a single formula the movement of the greatest bodies of the universe and that of the lightest atom: for such an intellect nothing could be uncertain; and the future just like the past would be present before our eyes.” This view, called *Laplacian determinism*, went virtually unchallenged until the first half of the 20th century, when it was undermined by such new concepts as quantum uncertainty and theoretic undecidability. But even though such problems seem to rule out an explicit calculation of the sort that Laplace envisioned, his ideal is still very much a driving force in science.

46  The scientific method mandates a constructive relationship between empirical observation and rational theorization that is designed for the investigation of phenomena possessing two criteria, *discernability* and *replicability*. That is, it confines scientific attention to that which can be exclusively and repeatedly observedunder similar conditions anywhere in time or space; it does not cover any indiscernible or localized natural influence that is not conditionally (and thus falsifiably) distributed over space and time. Yet, indiscernables and unconditional universals must exist in order for nature to be stable – e.g., the universal, unconditional and intangible logical syntax which enforces consistency throughout the universe - and the exclusion of localized causal influences from nature is rationally insupportable.

47  In addition to other criteria, relations and properties are distinguished by *arity* and *order*. The arity (adicity, cardinality) of a relation is just the number of *relands* or things related, while its order depends on whether its relands are individual elements, relations of elements, relations of relations of elements, or so on. Similarly, a property (attribute, predicate) is distinguished by whether it is attributed to individual elements, properties of elements, properties of properties of elements, or et cetera.

48  Some manifolds come with special provisions for motion and causality, e.g. *metrics* defining the notion of distance, *derivatives* defining the notion of movement, and *affine connections* permitting the parallel transport of vectors through space and thereby supporting the concept of *fields*.

49  The bottom-up thesis is insidious in the way it carries the apparent randomness of experimental distributions of mutation events upward from low-order to high-order relationships, all the way to the phenotypic and social realms. This is what encourages many neo-Darwinists (and those whom they influence) to view mankind, and life in general, as “random” and “purposeless”.

50  Within a given set of constraints, many possible future states of a physical system may be causally compatible with a single present state, and many alternative present states may be causally compatible with a single future state. Thus, higher-order and lower-order causal relationships describing the same system need not uniquely determine each other by top-down and bottom-up causation respectively. The physical situation is suggestive of formal model-theoretic ambiguity as captured by (e.g.) the *Duhem-Quine thesis*, according to which a given set of observations may be consistent with multiple theories of causation, and a single Laplacian snapshot can result in many possible predictions or retrodictions depending on the causal influences that are physically active or theoretically presumed to be active. Dual-aspect monism ultimately transforms model-theoretic ambiguity into causal freedom, revealing nature as its own creative theoretician and physical modeler and thereby effecting causal closure.

51  These extensions are to some extent mutually incompatible. In order to reconcile the outstanding conflicts and conceptual dissonances between General Relativity and quantum mechanics, yet another metatheoretic extension is now required.

52  Langan, C. M. 2002. The Cognitive-Theoretic Model of the Universe: A New Kind of Reality Theory.

*Progress in Complexity, Information and Design*, Vol. I.2/1.3.

53  Patton, C. M. and J.A. Wheeler, Is physics legislated by cosmogony? in Quantum Gravity, ed Isham, Penrose, and Sciama, Clarendon Press, Oxford, 1975: 538-605. In this paper, the term *pregeometry* is used in reference to "...something deeper than geometry, that underlies both geometry and particles…no perspective seems more promising than the view that it must provide the Universe with a way to come into being." The SCSPL extension of physical reality fits this description.

54  Where laws of nature incorporate not only observables but the abstractions relating them, bringing physical states and natural laws into coincidence reduces the set of physical (observable) properties to a subset of the set of abstract properties. Thus, the abstract is recognized as a *natural* generalization of the concrete.

55  *Telic recursion* is quantum metaprocess based on a generalized form of recursion maximizing intrinsicutility over entire (pregeometric) regions of spacetime through telic feedback under the guidance of coherent metacausal invariants called *telons*.

56  SCSPL is developed by adjoining to (propositional and predicate) logic a limiting form of model theory from which it acquires certain necessary high-level properties of any possible valid theory of reality at large. Thus, its syntactic and semantic validity can be logically established. By its method of construction, SCSPL is classified as a metaphysical tautology or *supertautology*.

57  Inflationary cosmology, membrane theory and various other theories have been assumed to require extensions external to physical reality. In contrast, SCSPL conspansive duality permits the extension mandated by SCSPL, as well as all other valid extensions of physical reality, to be physically internalized in a certain specific sense relating to conspansiive duality.

58  See [http://www.teleologic.org](http://www.teleologic.org/) for a description of Teleologic Evolution.

59  Human psycho-intellectual, sociopolitical and technological modes of evolution may also be distinguished on various levels of aggregation.

60  In the CTMU, instances of irreducible and specified complexity are metacausally generalized to dynamic syntax-state relationships called *telons* which self-actualize by telic recursion.

# A Very Brief History of Time

I just had a chance encounter with a garden slug, and it got me thinking about time.

In this ostensibly inanimate, impersonal universe, a garden is a miracle. All the more so is a garden *slug*, an animal that can extract sufficient energy from the garden’s vegetable matter to move from place to place under its own power. When one is in the right mood, watching the shimmering spotted slug slide over the mulch evokes the miracle of biology in all its splendor; the creature’s pulsating aliveness is hypnotic. But then one recovers his bearings and realizes that this is only, after all, a garden slug, and that the ladder of biology goes much higher. The miracle of life has culminated in one’s own species, *man*. Unlike the slug, whose nervous system has barely enough complexity to let it interface with the environment, a man’s nervous system, nucleated by the adaptive and inventive human brain, can abstractly model its surroundings and project itself consciously and creatively through *time*.

A slug can learn. The small neural network that serves as its brain can be modified by sensory input from its environment, and the slug’s behavior modified accordingly. To this extent, the slug "remembers" the input. But because its simple brain cannot form an internal model of its changing relationship with the garden, the slug cannot recognize its memories as "changes"; the state of its nervous system at any given moment can pass for all that it has ever known. Because the neural function by which the slug identifies *self* is instinctual and perceptual as opposed to cognitive – because the slug "defines itself" strictly by nonreflective instinctual processing of environmental stimuli - the dependent neural function *time* is limited to here-and-now. The slug recognizes no past self or future self on which to define an extended temporal relationship.

As the slug’s primitive example shows, our awareness of time depends on the extent to which our mental models of reality reflect *change*. To see an object change, one must recall its former state for comparison to its present state, and to do that, one must recall one’s former perception of it. Because perception is an interaction between self and environment, this amounts to bringing one’s *former self* into conjunction with one’s *present self*. That past and present selves can be brought into conjunction across a temporal interval implies that momentary selves remain sufficiently alike to be conjoined; that they can intersect at any given moment to compare content means that the intersection is changeless. So when self is generalized as *the* *intersection of all momentary selves*, it acquires a property called *time invariance*. It is the rock of perception, the unchanging observation post from which the net of temporal connections is cast and to which it remains anchored. Indeed, it is the fabric from which the net is woven, its relationship with the environment serving as the universal template for all temporal relationships.

Through learning, mental models *of* time evolve *in* time. As the brain’s neural connections are modified and the strengths of existing connections are adjusted to account for new information regarding both self and environment – as it *learns* - its model of time changes as a *function* of time. In other words, the model changes with that which is modeled. If the brain is smart enough, then it can model itself in the process of being changed, and depict its own learning process as a higher level of time. But even as the self absorbs its educational history and deepens its reflexive understanding, it remains static at its core. Otherwise, it would lose temporal cohesion and fall apart. Since self is static, time too should possess a static description that does not change in the temporal flow it describes (if time were the water flowing in a river, then a static description of time would be analogous to the rocky banks that determine the river’s course).

Such a description arises by *abstraction*. As cognitive models become more sophisticated, cognition becomes increasingly abstract; concepts become increasingly independent of the particular objects they describe. Among the first things to be abstracted are space and time. The most general abstract system incorporating both is a *language*. Although the term "language" usually refers to a natural language like English, it is actually more general. Mathematically, a *formal language* consists of three ingredients: a set of elements to be combined as strings (e.g., symbols, memes), a set of structural rules governing their arrangement in space, and a set of grammatical rules governing their transformations in time. Together, the latter two ingredients form the *syntax* of the language. It follows that neural, cognitive-perceptual, and physical systems can be described as languages, and the laws which govern them as their syntaxes. On a subjective level, time itself can be abstractly characterized as the *grammar* of the joint language of cognition and perception. The rules of this grammar are the general ingredients of subjective time.

Because time is defined in terms of transformations among spatial arrangements of objects, it is conceptually entwined with space. Thus, it is actually part of a linguistic complex called *spacetime*. Spatiotemporal relations exist on many levels; if level one consists of simple relationships of objects in space and time, then level two consists of relationships of such relationships, and so on. Because logic is *stratified* in much the same way, one can say that time is stratified in a manner corresponding to predicate logic. This must be true in any case, since any meaningful description of time is logically formulated. Spatiotemporal stratification allows time to be viewed on various scales corresponding to ascending series of contexts: e.g., personal awareness, interpersonal relationships, social evolution, evolutionary biology, and so on. The histories of people, institutions, cultures, and species are nested like Chinese boxes, with the abstract principles of each history occupying a level of temporal grammar corresponding to an order of predicate logic.

Because of the relation between self-awareness and temporal awareness, temporal stratification induces a stratification of self. What we have already described as the static intersect of momentary selves becomes a stratified relationship…a terrace of temporal vantages conducing to long-term self-integration. As the self becomes stratified, the principles abstracted from higher orders of experience tend to be *objectivized* due to their generality, with science and philosophy among the results. Thus, the subjective and objective sides of reality – the self and the environment – tend to merge in a symmetric way. On one hand, the environment is absorbed by the self through experience, and the laws of nature are thereby abstracted; on the other hand, the self is projected onto the environment in such a way that it "selects" the laws of nature by analogy to its own internal laws. Either way, the core self tends to intersect with the environment as momentary selves are intersected within *it*. This brings the subjective and objective phases of reality - and time - into closer correspondence, blurring the distinction between them from an analytic standpoint.

As time grows more abstract, ways are sought to measure it, diagram it and analyze it numerically. This requires a universal depiction of space and time against which arbitrary processes can be differentially graphed and metered. Such a depiction was introduced by the Frenchman René Descartes in the first half of the 17th century. It was called *analytic geometry,* and it depicted time and the dimensions of space as straight, mutually perpendicular axes. In analytic geometry, any set of numerically-scaled space and time axes associated with any set of properties or attributes defines a *coordinate system* for assigning numbers to points, and simple processes appear as the graphs of algebraic functions. A few decades later, Newton and Leibniz independently discovered a new kind of mathematics, the *infinitesimal calculus*, by which to numerically quantify the rates of such processes. These innovations, which laid the foundations of modern science and engineering, suffice to this day in many practical contexts. Even though garden-variety analytic geometry was technically superseded by the Theory of Relativity – which was itself constructed on an analytic-geometric foundation - it gives a very close approximation of relativity in most situations.

Unfortunately, the conveniences of analytic geometry came at the price of *mind-body dualism*. This was Descartes’ idea that the self, or "mind", was a nonphysical substance that could be left out of physical reasoning with impunity. For some purposes, this was true. But as we saw in the next-to-last paragraph, the relationship of mind to reality is not that simple. While the temporal grammar of physics determines the neural laws of cognition, cognitive grammar projects itself onto physical reality in such a way as to determine the form that physical grammar must assume. Because the *form* of physical grammar limits the *content* of physical grammar, this makes cognition a potential factor in determining the laws of nature. In principle, cognitive and physical grammars may influence each other symmetrically.

The symmetric influence of cognitive and physical grammars implies a directional symmetry of time. Although time is usually seen as a one-way street, it need not be; the mere fact that a street is marked "one way" does not stop it from being easily traveled in the unauthorized direction. Indeed, two-way time shows up in both quantum physics and relativity theory, the primary mainstays of modern physics. Thus, it is not physically warranted to say that cognition cannot influence the laws of physics because the laws of physics "precede cognition in time". If we look at the situation from the other direction, we can as easily say that cognition "precedes" the laws of physics in *reverse* time…and point to the strange bidirectional laws of particle physics to justify our position. These laws are of such a nature that they can as well be called laws of *perception* as laws of *physics.*

Before we get to the final word on time, there is one more aspect of physical grammar that must be considered. Physical reasoning sometimes requires a distinction between two kinds of time: ordinary time and cosmic time. With respect to observations made at normal velocities, ordinary time behaves in a way described by Newtonian analytic geometry; at higher velocities, and in the presence of strong gravitational fields, it behaves according to Einstein’s Special and General Theories of Relativity. But not long after Einstein formulated his General Theory, it was discovered that the universe, AKA spacetime, was *expanding*. Because cosmic expansion seems to imply that the universe began as a dimensionless point, the universe must have been *created*, and the creation event must have occurred on a higher level of time: cosmic time. Whereas ordinary time accommodates changes occurring within the spacetime manifold, this is obviously not so for the kind of time in which the manifold itself changes.

Now for the fly in the cosmological ointment. As we have seen, it is the nature of the cognitive self to formulate models incorporating ever-higher levels of change (or time). Obviously, the highest level of change is that characterizing the creation of reality. Prior to the moment of creation, the universe was *not* there; afterwards, the universe *was* there. This represents a sizable change indeed! Unfortunately, it also constitutes a sizable paradox. If the creation of reality was a real event, and if this event occurred in cosmic time, then cosmic time itself is real. But then cosmic time is an aspect of reality and can only have been created *with* reality. This implies that cosmic time, and in fact reality, must have created *themselves*!

The idea that the universe created itself brings a whole new meaning to bidirectional time, and thus to the idea that cognition may play a role in the creation of reality. As a self-creative mechanism for the universe is sought, it becomes apparent that cognition is the only process lending itself to plausible interpretation as a means of temporal feedback from present to past. Were cognition to play such a role, then in a literal sense, its most universal models of temporal reality would become identical to the reality being modeled. Time would become cognition, and space would become a system of geometric relations that evolves by distributed cognitive processing.

Here comes the surprise: such a model exists. Appropriately enough, it is called the *Cognition-Theoretic Model of the Universe*, or CTMU for short. A cross between John Archibald Wheeler’s Participatory Universe and the Stephen Hawking-James Hartle "imaginary time" theory of cosmology proposed in Hawking’s phenomenal book *A Brief History of Time*, the CTMU resolves many of the most intractable paradoxes known to physical science while explaining recent data which indicate that the universe is expanding at an accelerating rate. Better yet, it bestows on human consciousness a level of meaning that was previously approached only by religion and mysticism. If it passes the test of time – and there are many good reasons to think that it will - then it will be the greatest step that humanity has yet taken towards a real understanding of its most (or least?) timeless mystery.

And so the circle closes. Time becomes a cosmogonic loop whereby the universe creates itself. The origin of our time concept, the self, becomes the origin of time itself. Our cognitive models of time become a model of time-as-cognition. And the languages of cognition and physics become one self-configuring, self-processing language of which time is the unified grammar. Talk about "time out of mind"!

And all this because of a little garden slug.

# The Theory of Theories

You know what they say about theories: *everybody’s got one*. In fact, some people have a theory about pretty much everything. That’s not one Master Theory of Everything, mind you…that’s a separate theory about every little thing under the sun. (To have a Master Theory, you have to be able to tie all those little theories together.)

But what is a “theory”? Is a theory just a story that you can make up about something, being as fanciful as you like? Or does a theory at least have to seem like it might be true? Even more stringently, is a theory something that has to be rendered in terms of logical and mathematical symbols, and described in plain language only after the original chicken-scratches have made the rounds in academia?

A theory is all of these things. A theory can be good or bad, fanciful or plausible, true or false. The only firm requirements are that it (1) have a subject, and (2) be stated in a language in terms of which the subject can be coherently described. Where these criteria hold, the theory can always be “formalized”, or translated into the symbolic language of logic and mathematics. Once formalized, the theory can be subjected to various mathematical tests for truth and internal consistency.

But doesn’t that essentially make “theory” synonymous with “description”? Yes. A theory is just a description of something. If we can use the logical implications of this description to relate the components of that something to other components in revealing ways, then the theory is said to have “explanatory power”. And if we can use the logical implications of the description to make correct predictions about how that something behaves under various conditions, then the theory is said to have “predictive power”.

From a practical standpoint, in what kinds of theories should we be interested? Most people would agree that in order to be interesting, a theory should be about an important subject…a subject involving something of use or value to us, if even on a purely abstract level. And most would also agree that in order to help us extract or maximize that value, the theory must have explanatory or predictive power. For now, let us call any theory meeting both of these criteria a “serious” theory.

Those interested in serious theories include just about everyone, from engineers and stockbrokers to doctors, automobile mechanics and police detectives. Practically anyone who gives advice, solves problems or builds things that function needs a serious theory from which to work. But three groups who are especially interested in serious theories are scientists, mathematicians and philosophers. These are the groups which place the strictest requirements on the theories they use and construct.

While there are important similarities among the kinds of theories dealt with by scientists, mathematicians and philosophers, there are important differences as well. The most important differences involve the subject matter of the theories. Scientists like to base their theories on experiment and observation of the real world…not on perceptions themselves, but on what they regard as concrete “objects of the senses”. That is, they like their theories to be *empirical*. Mathematicians, on the other hand, like their theories to be essentially *rational*…to be based on logical inference regarding abstract mathematical objects existing in the mind, independently of the senses. And philosophers like to pursue broad theories of reality aimed at relating these two kinds of object. (This actually mandates a third kind of object, the *infocognitive syntactic operator*…but another time.)

Of the three kinds of theory, by far the lion’s share of popular reportage is commanded by theories of science. Unfortunately, this presents a problem. For while science owes a huge debt to philosophy and mathematics – it can be characterized as the child of the former and the sibling of the latter - it does not even treat them as its equals. It treats its parent, philosophy, as unworthy of consideration. And although it tolerates and uses mathematics at its convenience, relying on mathematical reasoning at almost every turn, it acknowledges the remarkable obedience of objective reality to mathematical principles as little more than a cosmic “lucky break”.

Science is able to enjoy its meretricious relationship with mathematics precisely because of its queenly dismissal of philosophy. By refusing to consider the philosophical relationship between the abstract and the concrete on the supposed grounds that philosophy is inherently impractical and unproductive, it reserves the right to ignore that relationship even while exploiting it in the construction of scientific theories. And exploit the relationship it certainly does! There is a scientific platitude stating that if one cannot put a number to one's data, then one can prove nothing at all. But insofar as numbers are arithmetically and algebraically related by various mathematical structures, the platitude amounts to a thinly veiled affirmation of the mathematical basis of knowledge.

Although scientists like to think that everything is open to scientific investigation, they have a rule that explicitly allows them to screen out certain facts. This rule is called *the scientific method*. Essentially, the scientific method says that every scientist’s job is to (1) observe something in the world, (2) invent a theory to fit the observations, (3) use the theory to make predictions, (4) experimentally or observationally test the predictions, (5) modify the theory in light of any new findings, and (6) repeat the cycle from step 3 onward. But while this method is very effective for gathering facts that match its underlying assumptions, it is worthless for gathering those that do not.

In fact, if we regard the scientific method as a theory about the nature and acquisition of scientific knowledge (and we can), it is not a theory of knowledge in general. It is only a theory of things accessible to the senses. Worse yet, it is a theory only of sensible things that have two further attributes: they are non-universal and can therefore be distinguished from the rest of sensory reality, and they can be seen by multiple observers who are able to “replicate” each other’s observations under like conditions. Needless to say, there is no reason to assume that these attributes are necessary even in the sensory realm. The first describes nothing general enough to coincide with reality as a whole – for example, the homogeneous medium of which reality consists, or an abstract mathematical principle that is everywhere true - and the second describes nothing that is either subjective, like human consciousness, or objective but rare and unpredictable…e.g. ghosts, UFOs and yetis, of which jokes are made but which may, given the number of individual witnesses reporting them, correspond to real phenomena.

The fact that the scientific method does not permit the investigation of abstract mathematical principles is especially embarrassing in light of one of its more crucial steps: “invent a theory to fit the observations.” A theory happens to be a logical and/or mathematical construct whose basic elements of description are mathematical units and relationships. If the scientific method were interpreted as a blanket description of reality, which is all too often the case, the result would go something like this: “Reality consists of all and only that to which we can apply a protocol which cannot be applied to its own (mathematical) ingredients and is therefore unreal.” Mandating the use of “unreality” to describe “reality” is rather questionable in anyone’s protocol.

What about mathematics itself? The fact is, science is not the only walled city in the intellectual landscape. With equal and opposite prejudice, the mutually exclusionary methods of mathematics and science guarantee their continued separation despite the (erstwhile) best efforts of philosophy. While science hides behind the scientific method, which effectively excludes from investigation its own mathematical ingredients, mathematics divides itself into “pure” and “applied” branches and explicitly divorces the “pure” branch from the real world. Notice that this makes “applied” synonymous with “impure”. Although the field of applied mathematics by definition contains every practical use to which mathematics has ever been put, it is viewed as “not quite mathematics” and therefore beneath the consideration of any “pure” mathematician.

In place of the scientific method, pure mathematics relies on a principle called *the axiomatic method*. The axiomatic method begins with a small number of self-evident statements called *axioms* and a few *rules of inference* through which new statements, called *theorems*, can be derived from existing statements. In a way parallel to the scientific method, the axiomatic method says that every mathematician’s job is to (1) conceptualize a class of mathematical objects; (2) isolate its basic elements, its most general and self-evident principles, and the rules by which its truths can be derived from those principles; (3) use those principles and rules to derive theorems, define new objects, and formulate new propositions about the extended set of theorems and objects; (4) prove or disprove those propositions; (5) where the proposition is true, make it a theorem and add it to the theory; and (6) repeat from step 3 onwards.

The scientific and axiomatic methods are like mirror images of each other, but located in opposite domains. Just replace “observe” with “conceptualize” and “part of the world” with “class of mathematical objects”, and the analogy practically completes itself. Little wonder, then, that scientists and mathematicians often profess mutual respect. However, this conceals an imbalance. For while the activity of the mathematician is integral to the scientific method, that of the scientist is irrelevant to mathematics (except for the kind of scientist called a “computer scientist”, who plays the role of ambassador between the two realms). At least in principle, the mathematician is more necessary to science than the scientist is to mathematics.

As a philosopher might put it, the scientist and the mathematician work on opposite sides of the Cartesian divider between mental and physical reality. If the scientist stays on his own side of the divider and merely accepts what the mathematician chooses to throw across, the mathematician does just fine. On the other hand, if the mathematician does not throw across what the scientist needs, then the scientist is in trouble. Without the mathematician’s functions and equations from which to build scientific theories, the scientist would be confined to little more than taxonomy. As far as making quantitative predictions were concerned, he or she might as well be guessing the number of jellybeans in a candy jar.

From this, one might be tempted to theorize that the axiomatic method does not suffer from the same kind of inadequacy as does the scientific method…that it, and it alone, is sufficient to discover all of the abstract truths rightfully claimed as “mathematical”. But alas, that would be too convenient. In 1931, an Austrian mathematical logician named Kurt Gödel proved that there are true mathematical statements that cannot be proven by means of the axiomatic method. Such statements are called “undecidable”. Gödel’s finding rocked the intellectual world to such an extent that even today, mathematicians, scientists and philosophers alike are struggling to figure out how best to weave the loose thread of undecidability into the seamless fabric of reality.

To demonstrate the existence of undecidability, Gödel used a simple trick called *self-reference*. Consider the statement “this sentence is false.” It is easy to dress this statement up as a logical formula. Aside from being true or false, what else could such a formula say about itself? Could it pronounce itself, say, unprovable? Let’s try it: "This formula is unprovable". If the given formula is in fact unprovable, then it is true and therefore a theorem. Unfortunately, the axiomatic method cannot recognize it as such without a proof. On the other hand, suppose it is provable. Then it is self-apparently false (because its provability belies what it says of itself) and yet true (because provable without respect to content)! It seems that we still have the makings of a paradox…a statement that is "unprovably provable" and therefore absurd.

But what if we now introduce a distinction between *levels* of proof? For example, what if we define a *metalanguage* as a language used to talk about, analyze or prove things regarding statements in a lower-level *object language*, and call the base level of Gödel’s formula the "object" level and the higher (proof) level the "metalanguage" level? Now we have one of two things: a statement that can be metalinguistically proven to be linguistically unprovable, and thus recognized as a theorem conveying valuable information about the limitations of the object language, or a statement that cannot be metalinguistically *proven* to be linguistically *unprovable*, which, though uninformative, is at least no paradox. Voilà: self-reference without paradox! It turns out that "this formula is unprovable" can be translated into a generic example of an undecidable mathematical truth. Because the associated reasoning involves a metalanguage of mathematics, it is called “metamathematical”.

It would be bad enough if undecidability were the only thing inaccessible to the scientific and axiomatic methods together. But the problem does not end there. As we noted above, mathematical truth is only one of the things that the scientific method cannot touch. The others include not only rare and unpredictable phenomena that cannot be easily captured by microscopes, telescopes and other scientific instruments, but things that are too large or too small to be captured, like the whole universe and the tiniest of subatomic particles; things that are “too universal” and therefore indiscernable, like the homogeneous medium of which reality consists; and things that are “too subjective”, like human consciousness, human emotions, and so-called “pure qualities” or *qualia*. Because mathematics has thus far offered no means of compensating for these scientific blind spots, they continue to mark holes in our picture of scientific and mathematical reality.

But mathematics has its own problems. Whereas science suffers from the problems just described – those of indiscernability and induction, nonreplicability and subjectivity - mathematics suffers from undecidability. It therefore seems natural to ask whether there might be any other inherent weaknesses in the combined methodology of math and science. There are indeed. Known as the *Lowenheim-Skolem theorem* and the *Duhem-Quine thesis*, they are the respective stock-in-trade of disciplines called *model theory* and the *philosophy of science* (like any parent, philosophy always gets the last word). These weaknesses have to do with ambiguity…with the difficulty of telling whether a given theory applies to one thing or another, or whether one theory is “truer” than another with respect to what both theories purport to describe.

But before giving an account of Lowenheim-Skolem and Duhem-Quine, we need a brief introduction to model theory. Model theory is part of the logic of “formalized theories”, a branch of mathematics dealing rather self-referentially with the structure and interpretation of theories that have been couched in the symbolic notation of mathematical logic…that is, in the kind of mind-numbing chicken-scratches that everyone but a mathematician loves to hate. Since any worthwhile theory can be formalized, model theory is a *sine qua non* of meaningful theorization.

Let’s make this short and punchy. We start with *propositional* logic, which consists of nothing but tautological, always-true relationships among sentences represented by single variables. Then we move to *predicate logic*, which considers the content of these sentential variables…what the sentences actually say. In general, these sentences use symbols called *quantifiers* to assign attributes to variables semantically representing mathematical or real-world objects. Such assignments are called “predicates”. Next, we consider *theories*, which are complex predicates that break down into systems of related predicates; the *universes* of theories, which are the mathematical or real-world systems described by the theories; and the descriptive correspondences themselves, which are called *interpretations*. A *model* of a theory is any interpretation under which all of the theory’s statements are true. If we refer to a theory as an *object language* and to its referent as an *object universe*, the intervening model can only be described and validated in a metalanguage of the language-universe complex.

Though formulated in the mathematical and scientific realms respectively, Lowenheim-Skolem and Duhem-Quine can be thought of as opposite sides of the same model-theoretic coin. Lowenheim-Skolem says that a theory cannot in general distinguish between two different models; for example, any true theory about the numeric relationship of points on a continuous line segment can also be interpreted as a theory of the integers (counting numbers). On the other hand, Duhem-Quine says that two theories cannot in general be distinguished on the basis of any observation statement regarding the universe.

Just to get a rudimentary feel for the subject, let’s take a closer look at the Duhem-Quine Thesis. *Observation statements*, the raw data of science, are statements that can be proven true or false by observation or experiment. But observation is not independent of theory; an observation is always interpreted in some theoretical context. So an experiment in physics is not merely an observation, but the *interpretation* of an observation. This leads to the *Duhem Thesis*, which states that scientific observations and experiments cannot invalidate isolated hypotheses, but only whole sets of theoretical statements at once. This is because a theory T composed of various laws {Li}, i=1,2,3,… almost never entails an observation statement except in conjunction with various auxiliary hypotheses {Aj}, j=1,2,3,… . Thus, an observation statement at most disproves the complex {Li+Aj}.

To take a well-known historical example, let T = {L1,L2,L3} be Newton’s three laws of motion, and suppose that these laws seem to entail the observable consequence that the orbit of the planet Uranus is O. But in fact, Newton’s laws alone do not determine the orbit of Uranus. We must also consider things like the presence or absence of other forces, other nearby bodies that might exert appreciable gravitational influence on Uranus, and so on. Accordingly, determining the orbit of Uranus requires auxiliary hypotheses like A1 = “only gravitational forces act on the planets”, A2 = “the total number of solar planets, including Uranus, is 7,” et cetera. So if the orbit in question is found to differ from the predicted value O, then instead of simply invalidating the theory T of Newtonian mechanics, this observation invalidates the entire complex of laws and auxiliary hypotheses {L1,L2,L3;A1,A2,…}. It would follow that at least one element of this complex is false, but which one? Is there any 100% sure way to decide?

As it turned out, the weak link in this example was the hypothesis A2 = “the total number of solar planets, including Uranus, is 7”. In fact, there turned out to be an additional large planet, Neptune, which was subsequently sought and located precisely because this hypothesis (A2) seemed open to doubt. But unfortunately, there is no general rule for making such decisions. Suppose we have two theories T1 and T2 that predict observations O and not-O respectively. Then an experiment is *crucial* with respect to T1 and T2 if it generates exactly one of the two observation statements O or not-O. Duhem’s arguments show that in general, one cannot count on finding such an experiment or observation. In place of crucial observations, Duhem cites *le bon sens* (good sense), a non-logical faculty by means of which scientists supposedly decide such issues. Regarding the nature of this faculty, there is in principle nothing that rules out personal taste and cultural bias. That scientists prefer lofty appeals to *Occam’s razor*, while mathematicians employ justificative terms like *beauty* and *elegance*, does not exclude less savory influences.

So much for Duhem; now what about Quine? The Quine thesis breaks down into two related theses. The first says that there is no distinction between analytic statements (e.g. definitions) and synthetic statements (e.g. empirical claims), and thus that the Duhem thesis applies equally to the so-called *a priori* disciplines. To make sense of this, we need to know the difference between *analytic* and *synthetic* statements. Analytic statements are supposed to be true by their meanings alone, matters of empirical fact notwithstanding, while synthetic statements amount to empirical facts themselves. Since analytic statements are necessarily true statements of the kind found in logic and mathematics, while synthetic statements are contingently true statements of the kind found in science, Quine’s first thesis posits a kind of equivalence between mathematics and science. In particular, it says that epistemological claims about the sciences should apply to mathematics as well, and that Duhem’s thesis should thus apply to both.

Quine’s second thesis involves the concept of *reductionism*. Reductionism is the claim that statements about some subject can be reduced to, or fully explained in terms of, statements about some (usually more basic) subject. For example, to pursue chemical reductionism with respect to the mind is to claim that mental processes are really no more than biochemical interactions. Specifically, Quine breaks from Duhem in holding that not all theoretical claims, i.e. theories, can be reduced to observation statements. But then empirical observations “underdetermine” theories and cannot decide between them. This leads to a concept known as *Quine’s holism*; because no observation can reveal which member(s) of a set of theoretical statements should be re-evaluated, the re-evaluation of some statements entails the re-evaluation of all.

Quine combined his two theses as follows. First, he noted that a reduction is essentially an analytic statement to the effect that one theory, e.g. a theory of mind, is defined on another theory, e.g. a theory of chemistry. Next, he noted that if there are no analytic statements, then reductions are impossible. From this, he concluded that his two theses were essentially identical. But although the resulting unified thesis resembled Duhem’s, it differed in scope. For whereas Duhem had applied his own thesis only to physical theories, and perhaps only to theoretical hypothesis rather than theories with directly observable consequences, Quine applied his version to the entirety of human knowledge, including mathematics. If we sweep this rather important distinction under the rug, we get the so-called “Duhem-Quine thesis”.

Because the Duhem-Quine thesis implies that scientific theories are underdetermined by physical evidence, it is sometimes called the *Underdetermination Thesis*. Specifically, it says that because the addition of new auxiliary hypotheses, e.g. conditionals involving “if…then” statements, would enable each of two distinct theories on the same scientific or mathematical topic to accommodate any new piece of evidence, no physical observation could ever decide between them.

The messages of Duhem-Quine and Lowenheim-Skolem are as follows: universes do not uniquely determine theories according to empirical laws of scientific observation, and theories do not uniquely determine universes according to rational laws of mathematics. The model-theoretic correspondence between theories and their universes is subject to ambiguity in both directions. If we add this descriptive kind of ambiguity to ambiguities of measurement, e.g. the Heisenberg Uncertainty Principle that governs the subatomic scale of reality, and the internal theoretical ambiguity captured by undecidability, we see that ambiguity is an inescapable ingredient of our knowledge of the world. It seems that math and science are…well, inexact sciences.

How, then, can we ever form a true picture of reality? There may be a way. For example, we could begin with the premise that such a picture exists, if only as a “limit” of theorization (ignoring for now the matter of showing that such a limit exists). Then we could educe categorical relationships involving the logical properties of this limit to arrive at a description of reality in terms of reality itself. In other words, we could build a self-referential theory of reality whose variables represent reality itself, and whose relationships are logical tautologies. Then we could add an instructive twist. Since logic consists of the rules of thought, i.e. of mind, what we would really be doing is interpreting reality in a generic theory of mind based on logic. By definition, the result would be a *cognitive-theoretic model of the universe*.

Gödel used the term *incompleteness* to describe that property of axiomatic systems due to which they contain undecidable statements. Essentially, he showed that all sufficiently powerful axiomatic systems are incomplete by showing that if they were not, they would be *inconsistent*. Saying that a theory is “inconsistent” amounts to saying that it contains one or more irresolvable paradoxes. Unfortunately, since any such paradox destroys the distinction between *true* and *false* with respect to the theory, the entire theory is crippled by the inclusion of a single one. This makes consistency a primary necessity in the construction of theories, giving it priority over proof and prediction. A cognitive-theoretic model of the universe would place scientific and mathematical reality in a self-consistent logical environment, there to await resolutions for its most intractable paradoxes.

For example, modern physics is bedeviled by paradoxes involving the origin and directionality of time, the collapse of the quantum wave function, quantum nonlocality, and the containment problem of cosmology. Were someone to present a simple, elegant theory resolving these paradoxes without sacrificing the benefits of existing theories, the resolutions would carry more weight than any number of predictions. Similarly, any theory and model conservatively resolving the self-inclusion paradoxes besetting the mathematical theory of sets, which underlies almost every other kind of mathematics, could demand acceptance on that basis alone. Wherever there is an intractable scientific or mathematical paradox, there is dire need of a theory and model to resolve it.

If such a theory and model exist – and for the sake of human knowledge, they had *better* exist – they use a logical metalanguage with sufficient expressive power to characterize and analyze the limitations of science and mathematics, and are therefore philosophical and metamathematical in nature. This is because no lower level of discourse is capable of uniting two disciplines that exclude each other’s content as thoroughly as do science and mathematics.

Now here’s the bottom line: such a theory and model do indeed exist. But for now, let us satisfy ourselves with having glimpsed the rainbow under which this theoretic pot of gold awaits us.

# An Interdisciplinary Approach to Reality

**1. General Introduction**

Since the dawn of our species, human beings have been asking difficult questions about themselves, the universe and the nature of existence, but have lacked a unified conceptual framework strong and broad enough to yield the answers. Enter the *Cognitive-Theoretic Model of the Universe (CTMU).*

Scientific theories are mental constructs that take objective reality as their content, with the scientific method putting observation first and letting explanation be determined by experiment. But because all theories have logical properties that are abstract and mathematical, and therefore independent of observation - it is these very properties that let us recognize and understand our world - we could equally well start with *them* and see what they might tell us about objective reality. Just as scientific observation makes demands on theories, the logic of theories makes demands on scientific observation, and these demands tell us in a general way what we can observe about the universe.

In other words, a comprehensive theory of reality is not just about observation, but theories and their logical requisites. Since theories are mental constructs, and *mental* means "of the mind", this can be rephrased as follows: *mind and reality are linked in mutual dependence on the most basic level of understanding*. It is this linkage of the abstract and the concrete, the subjective and the objective, the internal and the external, that constitutes the proper focus of a Theory of Everything (TOE). Since reality forever retains the ability to surprise us, the task of scientific observation can never be completed with absolute certainty, and this means that a comprehensive theory of reality cannot be based on scientific observation alone. Instead, reality theory must be based on the logic underlying the general process of making and interpreting scientific observations. Since observation and interpretation are predicated on the relationship holding between mind and reality, the *Cognitive-Theoretic Model of the Universe* delivers an account of that relationship.

For the most part, ordinary theories are linguistic and mathematical descriptions of specific observations. In contrast, the CTMU is a *metatheory* about the general relationship between theories and observations…i.e., about science, knowledge and cognition themselves. In explaining this relationship, the CTMU shows that reality possesses a complex property akin to self-awareness; just as the mind is real, reality is in some respects like a mind. But when we attempt to answer the obvious question "*whose* mind?", the answer turns out to qualify by reasonable standards as a mathematical and scientific definition of God. This implies that we all exist in what can be called "the Mind of God”, and that our individual minds are parts of this Universal Mind. As such, they are directly connected to the greatest source of knowledge and power that exists. This connection of our minds to the Mind of the Universe, which we sometimes call the *soul* or *spirit*, is the most essential part of being human.

In its exciting development of these and other ideas, the *Cognitive-Theoretic Model of the Universe* helps us to understand not only the nature of reality, but the integral role played by human beings in the creation and maintenance of the world they inhabit. In the process, the CTMU enables us to comprehend the psychological, metaphysical, and ethical ramifications of the relationship between man and the cosmos, and thus what it means to be human.

Among the questions that are answered within the framework of the CTMU: What is the nature of humanity's relationship with God? What is our relationship with each other on individual and cultural levels? Do human beings possess free will? Is there life after death? Is there a physical basis for spirituality? Where did the universe come from? Is there such a thing as absolute good or absolute evil? These are just a few of the many burning philosophical dilemmas that mankind has pondered since its infancy. When these dilemmas are finally considered in the advanced conceptual framework of a true TOE like the CTMU, their answers fall into place as though under the influence of an attractive force. The mystery melts away, but not the wonder.

In its role as a comprehensive theory of reality, the *Cognitive-Theoretic Model of the Universe* serves as a firm basis for the unification of science and theology, leading us inevitably in the direction of intellectual enlightenment and a collective spiritual awakening. The traditional Cartesian divider between body and mind, matter and thought, science and spirituality is penetrated by logical reasoning of a higher order than ordinary scientific reasoning, but no less scientific than any other kind of mathematical truth. Accordingly, it serves as the long-awaited gateway between science and humanism, a bridge of reason over what has long seemed an impassable gulf.

**2. The CTMU and Physics**

The avowed goal of physics is to produce what is sometimes called a "Theory of Everything" or TOE. As presently conceived, the TOE is thought to consist of one equation describing a single "superforce" unifying all the forces of nature (gravity, electromagnetism, and the strong and weak nuclear forces). But this is actually an oversimplification; every equation must be embedded in a *theory*, and theories require *models*for their proper interpretation. Unfortunately, the currently available theory and model lack three important properties: *closure*, *consistency* and *comprehensivity*. That is, they are not self-contained; they suffer from various intractable paradoxes; and they conspicuously exclude or neglect various crucial factors, including subjective ones like consciousness and emotion. Since the excluded factors fall as squarely under the heading *everything* as the included ones, a real TOE has no business omitting them. So as now envisioned by physicists, the TOE is misnamed as a "theory of everything".

The CTMU, on the other hand, is a TOE framework in which “everything” really means *everything*. Whereas the currently-envisioned TOE emphasizes objective reality at the expense of its subjective counterpart (mind), the CTMU places mind on the agenda at the outset. It does this not by making assumptions, but by eliminating the erroneous scientific assumption that mind and objective reality can be even tentatively separated. To do this, it exploits not just what we know of objective reality – the so-called “everything” of the standard TOE – but also what we know of the first word in “TOE”, namely *theory*. In other words, it brings the logic of formalized theories to bear on reality theory.

Although this is a mathematically obvious move, it has been almost completely overlooked in the physical and mathematical sciences. By correcting this error, the CTMU warrants description as a theory of the relationship between the *mind of the theorist* and the *objective reality about which it theorizes*, completing the program of subjective-objective unification already inherent in certain aspects of the formalisms of relativity and quantum mechanics. In the process, it also brings the quantum and classical realms of physics into the sort of intimate contact that can only be provided by a fundamentally new model of physical and metaphysical reality…a model truly worthy of being called a “new paradigm”.

Fundamental to this new model are revisions of basic physical concepts including space, time, matter and motion. Space, once a featureless medium aimlessly proliferating through cosmic expansion, becomes a distributed syntactic structure iteratively reborn of matter and subject to conspansive evacuation and rescaling. Time, previously envisioned as a quasi-spatial linear dimension along which the cosmos hurtles like a runaway locomotive, becomes the means by which the universe self-configures…an SCSPL-grammatical symphony of logico-linguistic transformations played by the self-creating cosmos. Lumps of matter, no longer the inert pawns of external laws of physics, become SCSPL syntactic operators containing within themselves the syntactic rules by which they internally process each other to create new states of physical reality. And motion, once seen as the passage of material attribute-ensembles through adjacent infinitesimal cells of empty space displaying them as content, becomes an iterative, self-simulative sequence of endomorphic self-projections by moving bodies themselves.

**3. The CTMU and Mathematics**

Mathematics, like the empirical sciences, requires protection from subjective contamination. Just as the scientific method is designed to exclude bias from science, the axiomatic method is designed to specify an initial set of definitive or “self-evident” principles and exclude all further assumptions from the deductive process. Accordingly, mathematical entities are objectified by mathematicians in the same way that physical entities are objectified by scientists; they are considered to reside outside the subject, concealed in objective reality as “hidden programming” or secreted away in an ideal Platonic realm beyond the reach of the senses. Rejecting these notions in absence of a model of reality explicitly relating the mathematical and material worlds, others choose to believe that mathematics is a feature or even an invention of the human mind. But since any meaningful explanation can be logically formalized, and since logic is an essential ingredient of mathematics, subjectivizing mathematics within a (Cartesian) dualistic framework would again seem to leave the essential regularities of nature without an objective explanation.

Replacing Cartesian dualism with an advanced form of dual-aspect monism, the CTMU treats the abstract and mathematical, and the concrete and physical, as coincident aspects of the *same* reality. Reality becomes a self-distributed “hological” system whose essential structure is replicated everywhere within it as mathematical rules of self-recognition and self-processing. Hology, the central attribute of any self-recognizing, self-processing entity, is a logical species of self-similarity according to which such an entity *distributes over itself* as rules of structure and evolution…rules that inhere in, and are obeyed by, every interacting part of the system. Thus, what the system *becomes* is always consistent with what it *already is*(and vice versa); its causal integrity is tautologically preserved. In the CTMU, these rules – the syntax of the language spoken to reality by reality itself - are understood to be largely mathematical in nature.

The theoretic vantage of the CTMU is essentially logical, with an accent on model theory. Its perspective is associated with the mathematical discipline governing the formulation and validation of theories, namely *logic*, with emphasis on the branch of logic which deals with the mapping of theories to their universes, namely model theory. This elevates it to a higher level of discourse than ordinary scientific theories, which are simply compact mathematical descriptions of observational data, and even most mathematical theories, which are compact mathematical descriptions of mathematical objects, structures and processes. This is reflected in the name of the theory; “CTMU” is just a way of saying “the metatheory that describes a *model*, or valid interpretation, of the *theory* of *cognition*, including logic and mathematics, in the real *universe* (and vice versa).”

Since the elementary categories of cognition and perception can be viewed as syntactic elements of cognitive and perceptual languages, cognition and perception can be model-theoretically treated as mappings of cognitive and perceptual languages onto their respective dual universes, and can thus be related by the CTMU within a single monic universe. Because mathematics and science are based on cognition and observation respectively, the CTMU is naturally equipped to address the foundations of both mathematics and science. The CTMU reposes mathematics in reality, and reality in mathematics, in a way that puts each at the other’s immediate disposal for solving foundational problems and resolving paradoxes.

**4. The CTMU and Cosmology**

A curious child often asks “why” questions, and when an answer is given, immediately asks another why question about the answer. Such a child is unsatisfied with superficial explanations, craving instead an ultimate rationale for existence. Example: “Why is grass green?” “Chlorophyll’s green.” “Why does grass have chlorophyll?” “Because it needs to photosynthesize.” “Why?” “Because it gets its energy from the sun.” “Why does the sun make energy?” “Because it’s a huge fusion reactor that takes energy from atoms.” “Why do atoms have energy?” “Because, as a man named Einstein showed, matter is energy.” “Why?” “Because that’s the way the universe is made.” “What’s the universe and who made it?” At this point, the weary adult has exhausted his scientific knowledge and must begin to deal with the most general and philosophically controversial abstractions in his mental vocabulary…or give up.

Stephen Hawking is among those who have proposed a way out of the regress. In collaboration with James Hartle, he decided to answer the last question - what is the universe and who made it? - as follows. “The universe made itself, and its structure is determined by its ability to do just that.” This is contained in the *No Boundary Proposal*, which Hawking describes thusly: “This proposal incorporates the idea that the universe is completely self-contained, and that there is nothing outside the universe. In a way, you could say that the boundary conditions of the universe are that there is no boundary.” To mathematically support this thesis, Hawking infuses the quantum wavefunction of the universe with a set of geometries in which space and time are on a par. The fact that time consists of a succession of individual moments thus becomes a consequence of spatial geometry, explaining the “arrow of time” by which time flows from past to future.

Unfortunately, despite the essential correctness of the “intrinsic cosmology” idea (to make the universe self-contained and self-explanatory), there are many logical problems with its execution. These problems cannot be solved simply by choosing a convenient set of possible geometries (structurings of space); one must also explain where these geometric possibilities came from. For his own part, Hawking explains them as possible solutions of the equations expressing the laws of physics. But if this is to be counted a meaningful explanation, it must include an account of how the *laws of physics* originated…and there are further requirements as well. They include the need to solve paradoxical physical conundrums like *ex nihilo cosmogony* (how something, namely the universe, can be created from nothing), *quantum nonlocality* (how subatomic particles can instantaneously communicate in order to preserve certain conserved physical quantities), *accelerating cosmic expansion* (how the universe can appear to expand when there is no external medium of expansion, and accelerate in the process to boot), and so on. Even in the hands of experts, the conventional picture of reality is too narrow to meaningfully address these issues. Yet it is too useful, and too accurate, to be “wrong”. In light of the fundamentality of the problems just enumerated, this implies a need for additional *logical* structure, with the extended picture reducing to the current one as a limiting case.

The CTMU takes the reflexive self-containment relationship invoked by Hawking and some of his cosmological peers and predecessors and explores it in depth, yielding the logical structures of which it is built. Together, these structures comprise an overall structure called SCSPL, acronymic for *Self-Configuring Self-Processing Language*. The natural terminus of the cosmological self-containment imperative, SCSPL is a sophisticated mathematical entity that possesses logical priority over any geometric explanation of reality, and thus supersedes previous models as a fundamental explanation of the universe we inhabit. In doing so, it relies on a formative principle essential to its nature, the *Telic Principle*. A logical analogue of [teleology](http://www.ctmu.org/CTMU/Articles/nexus.html#teleology), the Telic Principle replaces the usual run of ontological hypotheses, including quasi-tautological anthropic principles such as “we perceive this universe because this universe supports our existence,” as the basis of cosmogony.

**5. The CTMU and Modern Philosophy**

20th century philosophy has been dominated by the linguistic and logico-analytic schools, whose joint program was to convert concepts and observations to language, and scientific and philosophical reasoning to the logical analysis of language. As long as language was by assumption held apart from reality, this program had the inevitable and unfortunate effect of demoting philosophy to the status of an irrelevant word game. In consequence, philosophers have lapsed into a pervasive cynicism that eats away at the foundations of human knowledge like a slow cancer, looking resignedly to scientific materialism to solve problems that science itself has frankly admitted are philosophical and empirically unsolvable. Perceiving themselves as hopelessly beaten in the name of philosophy, the vast majority of modern philosophers have dejectedly become traitors to their cause.

The CTMU ignores philosophical defeatism and takes the obvious next step in the logico-linguistic tradition, which is to subject the problematic relationship between language and reality itself to logical analysis. When this is properly done, it turns out that reality and language are not so easily held apart. In fact, it turns out that they can ultimately be treated as identical for purposes of philosophical and scientific reasoning...that they can be melded in a single self-similar medium, SCSPL, which is everywhere both real and linguistic, i.e., “monic” in CTMU dual-aspect sense (as distinguished from the separative dualism pervading the sciences). This restores philosophy to a position from which it can effect the resolution of scientific paradox, which is just what the CTMU does in its capacity as reality theory.

More specifically, because it comprises a higher-level *metalanguage* of the language of physics, the CTMU is technically a theory of *metaphysics* in the formal sense (a metalanguage is a higher-level language in which one can talk about the structure of a lower-level language and its correspondence to whatever it describes). Thus, it has bearing on the traditional ingredients of metaphysics including *cosmology* (the study of the origin and composition of the universe), *ontology* (the study of being), and *epistemology* (the study of the nature and limits of knowledge). The CTMU is thus closely related not only to cosmological science, but also to the burgeoning philosophies of mind and language.

**6. The CTMU and Theology**

Basically, the Scientific Method says that science should be concerned with objective phenomena meeting at least two criteria: *distinguishability*, which means that they produce distinctive effects, and *replicability*, which means that they can be experimentally recreated and studied by multiple observers who compare their data and confirm each other’s findings. Unfortunately, God nowhere fits into this scheme. First, God is considered to be omnipresent even in monotheistic schemata, which means “distributed over reality as a whole” and therefore lacking any specific location at which to be “distinguished”. Second, there is such a thing as being *too* replicable. If something is distributed over reality, then it is present no matter where or when it is tested, and one cannot distinguish what is being “replicated”. And then, of course, we have the “Creator” aspect of God; if God is indeed the Creator of reality, then He need not make His works replicable by mere scientists. Thus, the God concept is unavoidably ambiguous in both spatial and temporal location, and no amount of scientific experimentation can overcome this logical difficulty.

In short, while the God concept may be amenable to empirical confirmation, e.g. through the discovery of vanishingly improbable leaps of biological evolution exceeding available genetic information, it is by definition resistant to scientific *verification*. God, like consciousness, is a predicate whose extended logical structure, including a supporting conceptual framework, exceeds what science is presently equipped to analyze. This, of course, means that arguments for or against God cannot be decided on empirical grounds, all but precluding a working relationship between the scientific and religious communities. Even the sincerest attempts to foster dialogue between the two camps are obstructed by the unrealistic expectations of each regarding the ability of the other to meet it on its own ground; whereas the obvious first step towards meaningful communication is a basis for mutual understanding, no amount of encouragement or monetary incentive can provide it for those whose languages stubbornly resist translation. Since this describes the relationship between science and religion, the first step toward reconciliation must be to provide a logical bridge between their internal languages…a master language in which both languages are embedded. The CTMU, conceived as the most general and comprehensive of logical languages, is designed to serve as that bridge.

It has been written that God is dead. This might more accurately have been written about faith. Mankind is creating an increasingly complex and mechanized world, and the essence of complexity and mechanism is not faith, but logic. So the time for a logical approach to theology is nigh. Accordingly, the CTMU does not begin with a preconceived definition of God; rather, it determines within the extended logical structure of reality how the properties most often attributed to God are logically related, reserving the title for the relationship actually educed. In this way, it avoids the circular, faith-driven explanations to which religion so often resorts, and at which science so often revolts. And meanwhile, by eliminating the barrier between subjective and objective reality, it permits recognition of the subjective dimension of the universe as a whole…the dimension by virtue of which the universe can truly be described as “the Mind of God.”

**7. The CTMU and Teleology**

Historically, the Telic Principle can be understood as a logical analogue of teleology incorporating John Archibald Wheeler’s *Observer Participation Thesis* (approximately, “man participates in the ongoing quantum-scale creation of reality by observing it and thereby collapsing the wavefunction representing its potential”). More directly, the Telic Principle says that reality is a self-configuring entity that emerges from a background of unbound potential as a protean recursive construct with a single imperative: *self-actualization*. In other words, existence and its amplification is the tautological *raison d’être* of the cosmos. The phrase “raison d’être” has a literal significance; in order to exist, a self-contained universe must configure itself to recognize its own existence, and to configure itself in this way it must, by default, generate and parameterize its own self-configuration and self-recognition functions. This describes a situation in which the universe generates its own *generalized utility*: to self-configure, the universe must have a “self-actualization criterion” by which to select one of many possible structures or “futures” for itself, and this criterion is a generalized analogue of human utility…its *raison d’être*.

In addition to generalized utility and generalized volition (teleology), the universe also possesses *generalized cognition* (coherent self-recognition). By any reasonable definition of the term “mental”, this makes the universe *mental* in a generalized sense, where “generalized” means that these attributes conform to general functional descriptions of what humans do in the process of volition, cognition and mentation. The “coherent self-recognition” feature of reality appears as an explicit feature of conspansive spacetime, a model-theoretic dual of the expanding cosmos. Whereas the expanding cosmos is simplistically depicted in terms of a model called ERSU, short for *Expanding Rubber-Sheet Universe*, conspansive spacetime is depicted by a model-theoretic dual of ERSU called USRE, short for the *Universe as a Self-Representational Entity*. While ERSU is a product of Cartesian mind-matter dualism that effectively excludes mind in favor of matter, USRE, which portrays the universe as a “self-simulation”, is a form of dual-aspect monism according to which reality is distributively informational and cognitive in nature.

It is important to understand that the CTMU does not arbitrarily “project” human attributes onto the cosmos; it permits the logical deduction of necessary general attributes of reality, lets us identify any related human attributes derived from these general attributes, and allows us to explain the latter in terms of the former. CTMU cosmology is thus non-anthropomorphic. Rather, it uses an understanding of the cosmological *medium* of sentience to explain the mental attributes *inherited* by sentient organisms from the cosmos in which they have arisen. Unlike mere anthropomorphic reasoning, this is a logically correct description of human characteristics in terms of the characteristics of the universe from which we derive our existence.

**8. The CTMU and Consciousness Studies**

Modern science seems to offer many intriguing clues about the nature of consciousness, mainly involving the structure and dynamics of the brain. But for all its success and sophistication, science is ill-equipped to turn these clues into an ultimate explanation of consciousness or any other subjective property. Among the reasons are its **empiricism**, which means that it prefers observation to introspection; its **objectivism**, which means that it deliberately excludes “subjective contamination” from that which is observed; and its **physical reductionism**, which means that it tries to account for all scientific observations strictly in terms of matter and energy distributed in space and time. Unfortunately, this perspective is innately opposed to the study of anything that is subjective by nature, i.e., any property not directly observable except by the mind that embodies it. In its zeal to eliminate “subjective contamination”, science unwittingly discards the baby with the bath water.

As an example of the scientific perspective, consider the *Turing Test*, a version of which says that the humanoid consciousness of a machine intelligence can only be tested by letting it hold an anonymous conversation with a real human. If the human is fooled into thinking that he is conversing with another human, then the machine is taken to possess human consciousness. But in fact, all that such a machine has demonstrated are certain objective effects usually associated with the property “consciousness”, but which may have been mindlessly produced by a set of logical instructions executed by inanimate hardware. The only thing that knows whether the machine is truly conscious is the machine itself, and only if it is truly conscious at that. For its own part, science lacks the conceptual apparatus to even make this distinction.

Unfortunately, philosophy – the mother of science – appears to have abdicated its parental responsibility, failing to tell science how to enlarge its horizons to accommodate subjective phenomena. The CTMU fills this breach, using advanced logic to expand our conceptual framework in a way that permits the meaningful analysis of subjective properties. It does this by enlarging and deepening the relationship between the most fundamental ingredients of scientific analysis - ingredients like *space, time,* and *object* – and developing the implications in a mathematical and scientific context. The explanations that emerge not only possess an unprecedented degree of logical structure, but are automatically integrated with science and compatible with all of its best insights.

**9. The CTMU and Intelligent Design**

Among the most exciting recent developments in science are *complexity theory*, the theory of self-organizing systems, and the modern incarnation of *Intelligent Design Theory*, which investigates the deep relationship between self-organization and evolutionary biology in a scientific context not preemptively closed to theological causation. Bucking the traditional physical reductionism of the hard sciences, complexity theory has given rise to a new trend, *informational reductionism*, which holds that the basis of reality is not matter and energy, but information. Unfortunately, this new form of reductionism is as problematic as the old one. As mathematician David Berlinski writes regarding the material and informational aspects of DNA: “We quite know what DNA is: it is a macromolecule and so a material object. We quite know what it achieves: apparently everything. Are the two sides of this equation in balance?” More generally, Berlinski observes that since the information embodied in a string of DNA or protein cannot affect the material dynamic of reality without being read by a material transducer, information is meaningless without matter.

The relationship between physical and informational reductionism is a telling one, for it directly mirrors Cartesian *mind-matter dualism*, the source of several centuries of philosophical and scientific controversy regarding the nature of deep reality. As long as matter and information remain separate, with specialists treating one as primary while tacitly relegating the other to secondary status, dualism remains in effect. To this extent, history is merely repeating itself; where mind and matter once vied with each other for primary status, concrete matter now vies with abstract information *abstractly representing* matter and its extended relationships. But while the abstractness of information seems to make it a worthy compromise between mind and matter, Berlinski’s comment demonstrates its inadequacy as a conceptual substitute. What is now required is thus what has been required all along: a conceptual framework in which the relationship between mind and matter, cognition and information, is made explicit. This framework must not only permit the completion of the gradual ongoing dissolution of the Cartesian mind-matter divider, but the construction of a footworthy logical bridge across the resulting explanatory gap.

Mathematically, the theoretical framework of Intelligent Design consists of certain definitive principles governing the application of complexity and probability to the analysis of two key attributes of evolutionary phenomena, *irreducible complexity* and *specified complexity*. On one hand, because the mathematics of probability must be causally interpreted to be scientifically meaningful, and because probabilities are therefore expressly relativized to specific causal scenarios, it is difficult to assign definite probabilities to evolutionary states in any model not supporting the detailed reconstruction and analysis of specific causal pathways. On the other hand, positing the “absolute improbability” of an evolutionary state ultimately entails the specification of an absolute (intrinsic global) model with respect to which absolute probabilistic deviations can be determined. A little reflection suffices to inform us of some of its properties: it must be rationally derivable from *a priori* principles and essentially tautological in nature, it must on some level identify matter and information, and it must eliminate the explanatory gap between the mental and physical aspects of reality. Furthermore, in keeping with the name of that to be modeled, it must meaningfully incorporate the *intelligence* and *design* concepts, describing the universe as an intelligently self-designed, self-organizing system.

The CTMU is exactly the model required. It describes reality as a *Self-Configuring Self-Processing Language*, an ultimate kind of self-organizing, self-emergent system consisting of "infocognitive" syntactic operators at once material and informational in nature. It is a rationally-bootstrapped model-theoretic extension of logic that shares its tautological structure, approximating an answer for Berlinski's question *what brings a universe into being?* Owing to *conspansion*, a distributed evolutionary process by virtue of which the universe can be described as a *Universal Self-Representational Entity*, it unites mind and matter in a self-configuring, self-processing system endowed with a species of coherence substantiating its possession of higher-order sentience. And last but not least, it puts everything under the control of a logical analogue of teleology called the *Telic Principle*, conspansively adjoining to the laws of physics an "extended superposition principle" that provides irreducible and specified complexity with a mechanism they would otherwise have continued to lack.

**10. Summary: The Bottom Line**

To summarize, the CTMU is a theory of reality-as-mind, in principle spanning all of science while permitting a logical analysis of consciousness and other subjective predicates (this does not mean that it has “solved all of the problems” of science and the philosophy of mind, but only that it has laid the preliminary groundwork). It provides the logical framework of a TOE, yielding an enhanced model of spacetime affording preliminary explanations of cosmogony, accelerating cosmic expansion, quantum nonlocality, the arrow of time, and other physical and cosmological riddles that cannot be satisfactorily explained by other means. The CTMU penetrates the foundations of mathematics, describing the syntactic relationships among various problematic mathematical concepts in a reality-theoretic context. It is the culmination of the modern logico-linguistic philosophical tradition, reuniting the estranged couple consisting of (rationalistic) philosophy and (empirical) science. It provides an indispensable logical setting for Intelligent Design. And perhaps most importantly, the CTMU enables a logical description of God and an unprecedented logical treatment of theology, comprising a metaphysical framework in which to unite people of differing faiths and resolve religious conflicts.

# On Absolute Truth and Knowledge

First, a word on the title of this essay. *Absolute knowledge* is absolutely true, and *absolute truth* is the definitive predicate of absolute knowledge. That is, if something is known with absolute certainty, then it can be subjected to tests affirming its truth, while if something can be affirmatively tested for truth, then it is known with certainty by the tester. This applies whether the tests in question are perceptual or inferential. Where *knowledge* can denote either direct embodiment or internal modeling by an arbitrary system, and *test* denotes a straightforward systemic efficacy criterion, *knower* and *tester* can refer to reality at large. In this generalization, truth and knowledge are identical. While it is possible to split, splice and braid countless philosophical hairs over the connotations respectively attached to truth and knowledge, this simple generalized relationship conveniently spares us the necessity. It is with this express understanding that these terms and phrases are employed herein.

To perceive one and the same reality, human beings need a kind of "absolute knowledge" wired into their minds and nervous systems. The structure and physiology of their brains, nerves and sense organs provide them, at least in part, with elementary cognitive and perceptual categories and relationships in terms of which to apprehend the world. This "absolute" kind of knowledge is what compels the perceptions and logical inferences of any number of percipients to be mutually consistent, and to remain consistent over time and space. Without the *absoluteness* of such knowledge - without its universality and invariance - we could not share a common reality; our minds and senses would lie and bicker without respite, precipitating us into mental and sensory chaos. Time and space, mind and matter, would melt back into the haze of undifferentiated potential from which the universe is born.

Given the fact that absolute knowledge is a requisite of our collective ability to sustain a perceptually consistent universe, it is nothing short of astonishing that there are people who react with incredulity or derision at any mention of its possible existence. Their attitude seems to be that the very idea smacks of "hubris", being nothing but an empty pretense exceeding the capacity of the small and overly-challenged human mind. The truth, however, is that hubris is nowhere more evident than among those holding irrational opinions in contempt of logic, and denying the existence of absolute knowledge is a case in point. In fact, the entire history of philosophy and science can be characterized as an undying quest for absolute knowledge...a timeless attempt to comprehensively extend the *a priori* and analytical into the realm of the apparently *a posteriori* and synthetic. This quest includes the efforts of researchers from many fields, from physics and cosmology to philosophy and computer science.

The Holy Grail of this quest is known as the TOE, or *Theory of Everything*. A TOE purports to be absolute truth by an implicit *reductio ad absurdum*: if it does not constitute absolute truth, then its truth can be relativized to a partial context within reality at large, in which case it is not a theory of *everything*. Thus, if a TOE exists, it falls squarely under the heading of absolute knowledge. But unfortunately, the proper method for constructing such a theory has not been entirely obvious, particularly to theorists steeped in the ambiguities and paradoxes of four centuries of post-Cartesian science and philosophy. As science has advanced and philosophy has wearily tried to keep pace, their once-stentorian claims of absolute truth have been all but extinguished, and the mainstream search for a TOE has lately been pursued without a clear understanding of what is being sought.

The apparent absence of a TOE notwithstanding, has any kind of absolute knowledge ever been scientifically formulated? Yes, in the form of *logical tautologies*. A tautology is a sentential relation, i.e. a formula consisting of variables and logical connectives, with the property that it is true for all possible assignments of Boolean truth values (*true* or *false*) to its variables. For example, the statement "if *x* is a sentence, then either *x* or *not-x* (but not both) must be true" is a tautology because no matter which truth values are consistently applied to *x* and *not-x*, the statement is unequivocally true. Indeed, tautologies comprise the axioms and theorems of 2-valued logic itself, and because all meaningful theories necessarily conform to 2-valued logic, define the truth concept for all of the sciences. From mathematics and physics to biology and psychology, logical tautologies reign supreme and inviolable.

That a tautology constitutes absolute truth can be proven as follows. First, logic is absolute within any system for which (a) the complementary truth values T (true) and F (false) correspond to systemic inclusion and exclusion, a semantic necessity without which meaningful reference is impossible; and (b) lesser predicates and their complements equal subsystemic inclusion and exclusion. Because a tautology is an axiom of 2-valued logic, violating it disrupts the T/F distinction and results in the corruption of informational boundaries between perceptual and cognitive predicates recognized or applied in the system, as well as between each predicate and its negation. Thus, the observable fact that perceptual boundaries are intact across reality at large implies that no tautology within its *syntax*, or set of structural and functional rules, has been violated; indeed, if such a tautology ever *were* violated, then reality would disintegrate due to corruption of the informational boundaries which define it. So a tautology is "absolute truth" not only with respect to logic, but with respect to reality at large.

What does this mean? Uncertainty or non-absoluteness of truth value always involves some kind of confusion or ambiguity regarding the distinction between the sentential predicates *true and* *false*. Where these predicates are applied to a more specific predicate and its negation - e.g., "it is *true* that the earth is round and *false* that the earth is not-round" - the confusion devolves to the contextual distinction between these lesser predicates, in this case *round* and not*-round* within the context of *the earth*. Because all of the ambiguity can be localized to a specific distinction in a particular context, it presents no general problem for reality at large; we can be uncertain about whether or not the earth is round without disrupting the logic of reality in general. However, where a statement is directly about reality in general, any disruption of or ambiguity regarding the T/F distinction disrupts the distinction between *reality* and *not-reality*. Were such a disruption to occur at the level of basic cognition or perception, reality would become impossible to perceive, recognize, or acknowledge as something that "exists".

By definition, this is the case with regard to our cognitive-perceptual *syntax*, the set of structural and inferential rules governing perception and cognition in general. Since a tautology is a necessary and universal element of this syntax, *tautologies can under no circumstances be violated within reality*. Thus, they are "absolute knowledge". We may not be able to specify every element of absolute knowledge, but we can be sure of two things about it: that it *exists* in reality to the full extent necessary to guarantee its non-violation, and that no part of it yet to be determined can violate absolute knowledge already in hand. Whether or not we can write up an exhaustive itemized list of absolute truths, we can be sure that such a list exists, and that its contents are sufficiently "recognizable" by reality at large to ensure their functionality. Absolute truth, being essential to the integrity of reality, *must exist* on the level of reference associated with the preservation of global consistency, and may thus be duly incorporated in a theory of reality.

On the other hand, the fact that any reasonable definition of "absolute truth" amounts to tautology can be shown by reversing this reasoning. Since absolute truth must be *universal*, it is always true regardless of the truth values of its variables (where the variables actually represent objects and systems for which specific state-descriptions vary in space and time with respect to truth value). Moreover, it falls within its own scope and is thus *self-referential*. By virtue of its universality and self-reference, it is a universal element of *reality syntax*, the set of structural and functional rules governing the spatial structure and temporal evolution of reality. As such, it must be *unfalsifiable*, any supposition of its falsehood leading directly to a *reductio ad absurdum*. And to ice the cake, it is unavoidably implicated in its own justification; were it ever to be violated, the T/F boundary would be disrupted, and this would prevent it (or anything else) from being proven. Therefore, it is an active constraint in its own proof, and thus possesses all the characteristics of a tautology.

To recap, the characteristic attributes of a logical tautology are as follows: (1) it cannot be disobeyed, which implies that it has universal scope and thus accepts and truthfully predicates all closed sentential (predicative) structures, including itself *and logic in its entirety*, under assignment to its own variables; and (2) it is self-affirming or self-justifying and figures in its own definition or demonstration within the associated grammar. Obviously, (1) and (2) are not independent; (1) implies that a tautology is a universal, self-similar, metalogical *element of syntax* of the language and metalanguages of which it is a part, while (2) says that it is a *critical* element of syntax that cannot be eliminated without compromising the integrity of the syntax as a whole (thus, any supposition that it is false or eliminable reduces itself to absurdity by syntactic rules of inference, forcing the syntax to “protect itself” through *reductio ad absurdum*). Since any reasonable syntactic and/or semantic definition of *absolute truth* bestows upon it the properties of necessity and truthwise invariance with respect to content, it is unquestionably tautological in nature.

Accordingly, it is desirable to formulate reality theory as a tautology. To whatever extent this can be done, the theory constitutes "absolute knowledge" and is therefore eligible as a TOE. This suffices to show that if the form of absolute knowledge hopefully referred to as a TOE exists, it must be tautological. Next we will show that a TOE and its universe can be related in such a way that the theory is semantically tautological *with respect to its universe*, i.e. that (a) the theory is intrinsically tautological, and (b) its tautological structure is modeled by its universe. And in the course of doing so, we will show that it is indeed possible to ensure by the method of constructing this theory that its universe coincides with reality at large, and thus that it constitutes a valid theory of reality. Specifically, the construction will incorporate one or more attributes that are necessarily modeled by reality at large, and that simultaneously ensure the theory's tautological structure.

How can a TOE, or comprehensive theory of reality, be structured as a tautology? First, by definition, a TOE is *universal*; this is implied by the *E*, which stands for *Everything*. Thus, it is comprehensive. Second, it is *self-referential*; a theory of everything, being a part of the "everything" to which it refers, must refer to itself. More precisely, a TOE must be totally recursive in a manner analogous to logic, each atom referring exclusively to other parts of the theory, and be able to refer to itself *in part and in whole* in order to possess full logical closure. This can be arranged by incorporating one or more self-representative variables and their definitive relationships, up to and including a dynamic variable representing the theory as a whole (in fact, the theory can incorporate a “hology” predicate that goes considerably farther; instead of merely containing itself as a variable, a theory equipped with such a predicate can *everywhere* contain itself by virtue of self-similarity or self-distribution). Because it represents a theory of perceptual reality, this variable contains all elements of cognitive syntax and their perceptual contents; since variables can be defined in general terms without specifically enumerating their contents, we do not need to know exactly what it contains in order to use it. And third, because logic is the primary ingredient of cognitive-perceptual syntax, the self-referential TOE refers to logic in part and in whole and is therefore *metalogical*. Thus, it can incorporate a kind of ultimate truth predicate that asserts its own tautological structure and guarantees that no matter what (semantic and other) kinds of paradox may *arise* within the theory, they can always be *resolved* within the theory. A theory possessing all three of these properties is called a *supertautology*, denoting the reality-theoretic counterpart of a logical tautology.

Let us now attend to some of the details of constructing a supertautology. First, we repose the *a priori* and analytic knowledge that we are given in the form of cognitive syntax, including logic and all of its implications, in a variable to which we apply (a) the rules of logic itself; (b) three recursively-related metalogical axioms that are themselves true *a priori* and analytically implied by each other (in a word, *self-evident*). Note again that in creating and assigning content to this variable, we do not have to enumerate all of its contents; we can refer to them *en masse* by their joint characteristic, namely the "absoluteness" necessary to ensure perceptual and inferential consistency. Since a theory falls under the mathematical definition of a *language*, it is natural to refer to the contents in question as the "rules of syntax" of that language, or simply as its *syntax*; thus, the TOE recursively contains a variable representing its own syntax, permitting the manipulation of that variable and the grammatical extraction of its implications according to syntactic rules. This recursive construction makes the "absoluteness" of the variable (and theory) *logically heritable*, conferring absoluteness on whatever is inferred within the system. Together, the “implicate” variable and its “explicate” theoretic medium comprise a bootstrapped extension of the self-referential syntax of logic itself, letting that syntax be “mined” for a potential wealth of hidden analytic content.

The key to applying this knowledge scientifically is the semantic functionality of the three metalogical axioms adjoining the object-level syntax. Conveniently, these (recursively related) axioms can be thought of in terms of a trio of property-principle pairs, the "Three Cs" and the "Three Ms". The Cs are three properties that a TOE must inevitably possess, namely *Comprehensiveness*, *Closure* and *Consistency*, while the Ms are metalogical axioms respectively associated with those properties. These principles are the *Mind Equals Reality Principle*(associated with comprehensiveness), the *Metaphysical Autology Principle* (associated with closure), and the *Multiplex Unity Principle* (associated with consistency), respectively abbreviated **M=R**, **MAP** and **MU**. We have already been partially introduced to these principles in all but name, and in any case need only one of them to proceed farther: M=R. Concisely, M=R asserts that there exists a semantic (language-to-universe) correspondence between objective reality and the absolute subjective rules of perception and inference, i.e. cognitive and perceptual syntax. This correspondence defines a morphism, *incoversion*, predicating the assignment of a certain structural predicate, *hology*, to the universe-language/metalanguage system (see [Introduction to the CTMU](http://www.megafoundation.org/CTMU/CTMU/Articles/IntroCTMU.html)).

Hology, a special kind of self-similarity conferring supertautological status, equals the relationship of the TOE and its universe to the self-representative variable by which it is encapsulated. Hology means that the syntax by which reality configures, recognizes and processes itself is the image of a distributed endomorphism, the incoversion morphism, surjecting the objective *self-intersect* (distributed component) of reality onto every interior point and region of reality as transductive syntactic potential, i.e. as general rules of transduction to be variously expressed by objects at any location. Although real objects generally access and express only a small part of this syntax, combinations of interacting objects may express and access more of it by mutual input-to-output behavioral transduction; through this kind of behavioral transduction, the self-intersect, though generally composed of distributed rules applying everywhere in reality, resolves to a *Distributed Conditional Form* (DCF) explicitly containing all of the local systems and states generated by those rules. The self-intersect and its DCF resolution comprise the syntax and language of reality. Because hology maps the *reality syntax* to our *cognitive* syntax - because the self-intersect plays dual objective and subjective roles - perceptible objects and processes tautologically conform to our innate perceptual categories, making the TOE a *supertautology* comprising the purest and most universal kind of absolute truth.

The above reasoning subjects the absolute (*a priori*) knowledge in our minds to a kind of recursive "squaring" operation, causing it to self-explicate as its own medium and projecting it onto external reality. This repetitive operation resembles the mutual reflection of a pair of polymorphic mirrors, one labeled *mind* and the other labeled *reality*, that faithfully reflect each other's evolving image. Although one might suspect that the tautological nature of the construction renders it barren of interest, this would be akin to saying that a squaring operation never yields more than the original number. While that might be true for a featureless numeric identity (e.g. 12 = 1), the cognitive syntax of the human mind is far from "featureless". In recursive self-combination, it is capable of generating a universe, and a theory constructed according to this recursive relationship is capable of veridically *capturing* that universe. Indeed, there is a sense in which the TOE, and all of the absolute knowledge it holds, is *identical to the universe it describes*. But the meaning of this statement - and it is a statement that is pregnant with meaning - lies beyond the purpose at hand.

The CTMU is a theory of reality, or TOE, that has been constructed according to this blueprint. If, as a rationalist, one insists that absolute truth and knowledge are exclusively mathematical, then the CTMU is mathematics; if, as an empiricist, one insists that they reside exclusively in our direct perceptions of reality, then the CTMU is embodied in our direct perceptions of reality (including our direct perceptions of the *comprehensiveness, closure* and *consistency* of reality). The truth, of course, is that by the method of its construction, it is both. But in any case, would-be pundits who cling blindly to folk-epistemological "absolutes" like *truth is never more than provisional*, *science is inherently without stability* and *there are no such things as absolute truth and knowledge* are urgently in need of an intellectual awakening, and until it comes, should refrain from disseminating their irrational opinions to others who might gullibly mistake them for fact. Such truisms have their contexts, but these contexts do not include the highest levels of discourse regarding truth and knowledge, and they do not include the CTMU.

There is, of course, more to the CTMU than just its supertautological structure. For example, it incorporates a new conceptualization of spacetime, resolves numerous high level reality-theoretic paradoxes, and establishes a bridge between science and theology, all with considerably more detail than this brief monograph allows. But as regards "absolute truth and knowledge", its status as a supertautology is necessary and sufficient to explain why it is uniquely qualified for the title. If the simplicity and elegance of its design seems "too obvious", "too convenient" or "too good to be true", this is certainly no fault of the theory or its author; at best, it testifies to the opacity of certain formerly useful but outworn conceptual barriers erected in science and philosophy over the last several centuries, and to the inertia of the scientific and academic establishments which tend them.

One final note. The CTMU is neither intended nor presented as an encyclopedic compendium of absolute truth. It is meant only to provide a comprehensive, consistent and self-contained (and to that extent "absolute") logical framework for bridging the gaps between apparently unrelated fields of knowledge, helping to locate and correct fundamental inconsistencies within and among these fields, and developing new kinds of knowledge that might arise from the intersections of fields which already exist. Because the real universe is everywhere in the process of self-creation, human knowledge can and must continue to grow. The CTMU is intended not as a brittle, undersized pot that will root-bind and choke this growing knowledge, but as fertile and well-aerated soil through which it can spread. By its very design, the CTMU will continue to accommodate and accelerate our intellectual progress...and since there is no other theory that fully *shares* its design, it is irreplaceable for that purpose.

This completes our introduction to the topic of absolute truth and knowledge.

# Introduction to the CTMU

The **real universe** has always been theoretically treated as an *object*, and specifically as the composite type of object known as a *set*. But an object or set exists in space and time, and reality does not. Because the real universe by definition contains all that is real, there is no "external reality" (or space, or time) in which it can exist or have been "created". We can talk about lesser regions of the real universe in such a light, but not about the real universe as a whole. Nor, for identical reasons, can we think of the universe as the sum of its parts, for these parts exist solely within a spacetime manifold identified with the whole and cannot explain the manifold itself. This rules out pluralistic explanations of reality, forcing us to seek an explanation at once *monic* (because nonpluralistic) and *holistic* (because the basic conditions for existence are embodied in the manifold, which equals the whole). Obviously, the first step towards such an explanation is to bring monism and holism into coincidence.

When theorizing about an all-inclusive reality, the first and most important principle is *containment*, which simply tells us what we should and should not be considering. Containment principles, already well known in cosmology, generally take the form of tautologies; e.g., "The physical universe contains all and only that which is physical." The predicate "physical", like all predicates, here corresponds to a structured set, "the physical universe" (because the universe has structure and contains objects, it is a structured set). But this usage of *tautology* is somewhat loose, for it technically amounts to a predicate-logical equivalent of propositional tautology called *autology*, meaning self-description. Specifically, the predicate *physical* is being defined on topological containment in the *physical universe*, which is tacitly defined on and descriptively contained in the predicate *physical*, so that the self-definition of "physical" is a two-step operation involving both topological and descriptive containment. While this principle, which we might regard as a statement of "physicalism", is often confused with *materialism* on the grounds that "physical" equals "material", the material may in fact be only a part of what makes up the physical. Similarly, the physical may only be a part of what makes up the real. Because the content of reality is a matter of science as opposed to mere semantics, this issue can be resolved only by rational or empirical evidence, not by assumption alone.

Can a containment principle for the real universe be formulated by analogy with that just given for the physical universe? Let's try it: "The real universe contains all and only that which is real." Again, we have a tautology, or more accurately an autology, which defines the *real* on inclusion in the *real universe*, which is itself defined on the predicate *real*. This reflects *semantic duality*, a logical equation of predication and inclusion whereby perceiving or semantically *predicating* an attribute of an object amounts to perceiving or predicating the object's topological *inclusion* in the set or space dualistically corresponding to the predicate. According to semantic duality, the predication of the attribute *real* on the real universe from within the real universe makes reality a *self-defining predicate*, which is analogous to a *self-including set*. An all-inclusive set, which is by definition self-inclusive as well, is called "the set of all sets". Because it is all-descriptive as well as self-descriptive, the reality predicate corresponds to the set of all sets. And because the self-definition of reality involves both descriptive and topological containment, it is a two-stage hybrid of universal autology and the set of all sets.

Now for a brief word on sets. Mathematicians view set theory as fundamental. Anything can be considered an object, even a space or a process, and wherever there are objects, there is a set to contain them. This "something" may be a relation, a space or an algebraic system, but it is also a set; its relational, spatial or algebraic structure simply makes it a *structured* set. So mathematicians view sets, broadly including null, singleton, finite and infinite sets, as fundamental objects basic to meaningful descriptions of reality. It follows that reality itself should be a set…in fact, the largest set of all. But every set, even the largest one, has a powerset which contains it, and that which contains it must be larger (a contradiction). The obvious solution: define an extension of set theory incorporating two senses of “containment” which work together in such a way that the largest set can be defined as "containing" its powerset in one sense while being contained *by* its powerset in the other. Thus, it topologically includes itself in the act of descriptively including itself in the act of topologically including itself..., and so on, in the course of which it obviously becomes more than just a set.

In the *Cognitive-Theoretic Model of the Universe* or CTMU, the set of all sets, and the real universe to which it corresponds, take the name ([SCSPL](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#SCSPL)) of the required extension of set theory. SCSPL, which stands for *Self-Configuring Self-Processing Language*, is just a totally intrinsic, i.e. completely self-contained, language that is comprehensively and coherently (self-distributively) self-descriptive, and can thus be model-theoretically identified as its own *universe* or referent domain. Theory and object go by the same name because unlike conventional ZF or NBG set theory, SCSPL [hologically](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#Hology) infuses sets and their elements with the distributed (syntactic, metalogical) component of the theoretical framework containing and governing them, namely SCSPL syntax itself, replacing ordinary set-theoretic objects with SCSPL *syntactic operators*. The CTMU is so-named because the SCSPL universe, like the set of all sets, distributively embodies the logical syntax of its own descriptive mathematical language. It is thus not only self-descriptive in nature; where logic denotes the rules of *cognition* (reasoning, inference), it is self-cognitive as well. (The terms "SCSPL" and "hology" are explained further below; to skip immediately to the explanations, just click on the above links.)

An *act* is a temporal process, and self-inclusion is a spatial relation. The act of self-inclusion is thus "where time becomes space"; for the set of all sets, there can be no more fundamental process. No matter what else happens in the evolving universe, it must be temporally embedded in this dualistic self-inclusion operation. In the CTMU, the self-inclusion process is known as *conspansion* and occurs at the distributed, Lorentz-invariant *conspansion rate* c, a time-space conversion factor already familiar as the speed of light in *vacuo* ([conspansion](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#The_associated_mapping) consists of two alternative phases accounting for the wave and particle properties of matter and affording a logical explanation for accelerating cosmic expansion). When we imagine a dynamic self-including set, we think of a set growing larger and larger in order to engulf itself from without. But since there is no "without" relative to the real universe, external growth or reference is not an option; there can be no external set or external descriptor. Instead, self-inclusion and self-description must occur inwardly as the universe stratifies into a temporal sequence of states, each state topologically and computationally contained in the one preceding it (where the conventionally limited term *computation* is understood to refer to a more powerful SCSPL-based concept, *protocomputation*, involving spatiotemporal parallelism). On the present level of discourse, this inward self-inclusion is the conspansive basis of what we call *spacetime*.

Every object in spacetime includes the entirety of spacetime as a *state-transition syntax* according to which its next state is created. This guarantees the mutual consistency of states and the overall unity of the dynamic entity *the real universe*. And because the sole real interpretation of the set-theoretic entity "the set of all sets" is the entire real universe, the associated foundational paradoxes are resolved in kind (by attributing mathematical structure like that of the universe to the pure, uninterpreted set-theoretic version of the set of all sets). Concisely, resolving the set-of-all-sets paradox requires that (1) an endomorphism or self-similarity mapping D:S-->rÎS be defined for the set of all sets S and its internal points r; (2) there exist two complementary senses of *inclusion*, one topological [S Ét D(S)] and one predicative [D(S) Éd S], that allow the set to descriptively "include itself" from within, i.e. from a state of topological self-inclusion (where Ét denotes topological or set-theoretic inclusion and Éd denotes descriptive inclusion, e.g. the inclusion in a language of its referents); and (3) the input S of D be global and structural, while the output D(S) = (r Éd S) be internal to S and play a syntactic role. In short, the set-theoretic and cosmological embodiments of the self-inclusion paradox are resolved by properly relating the self-inclusive object to the descriptive syntax in terms of which it is necessarily expressed, thus effecting true self-containment: "the universe (set of all sets) is that which *topologically* contains that which *descriptively* contains the universe (set of all sets)."

This characterizes a system that consistently perceives itself and develops its own structure from within via *hology*, a 2-stage form of self-similarity roughly analogous to holography. (Hology is a logico-cybernetic form of self-similarity in which the global structure of a self-contained, self-interactive system doubles as its distributed self-transductive syntax; it is justified by the obvious fact that in a self-contained system, no other structure is available for that purpose.) The associated conspansive mapping D is called *incoversion* in the spatiotemporally inward direction and *coinversion* in the reverse (outward, D-1) direction. Incoversion carries global structure inward as state-recognition and state-transformation syntax, while coinversion projects syntactic structure outward in such a way as to recognize existing structure and determine future states in conformance with it. Incoversion is associated with an operation called *requantization*, while coinversion is associated with a complementary operation called *inner expansion*. The alternation of these operations, often referred to as *wave-particle duality*, comprises the conspansion process. The **Principle of Conspansive Duality** then says that what appears as cosmic expansion from an interior (local) viewpoint appears as material and temporal contraction from a global viewpoint. Because metric concepts like "size" and "duration" are undefined with respect to the universe as a whole, the spacetime metric is defined strictly intrinsically, and the usual limit of cosmological regress, a pointlike cosmic singularity, becomes the closed spacetime algebra already identified as SCSPL.

Thus, the real universe is not a static set, but a dynamic process resolving the self-inclusion paradox. Equivalently, because any real explanation of reality is contained in reality itself, reality gives rise to a paradox unless regarded as an inclusory self-mapping. This is why, for example, category theory is increasingly preferred to set theory as a means of addressing the foundations of mathematics; it centers on invariant relations or mappings between covariant or contravariant (dually related) objects rather than on static objects themselves. For similar reasons, a focus on the relative invariants of semantic processes is also well-suited to the formulation of evolving theories in which the definitions of objects and sets are subject to change; thus, we can speak of *time and space* as equivalent to *cognition and information* with respect to the invariant semantic relation *processes*, as in "time processes space" and "cognition processes information". But when we define reality as a process, we must reformulate containment accordingly. Concisely, reality theory becomes a study of SCSPL autology naturally formulated in terms of mappings. This is done by adjoining to logic certain metalogical principles, formulated in terms of mappings, that enable reality to be described as an autological (self-descriptive, self-recognizing/self-processing) system.

The first such principle is **MAP**, acronymic for *Metaphysical Autology Principle*. Let S be the real universe, and let T = T(S) be its theoretical description or "TOE". MAP, designed to endow T and S with mathematical closure, simply states that T and S are closed with respect to all internally relevant operations, including recognition and description. In terms of mappings, this means that all inclusional or descriptive mappings of S are *automorphisms* (e.g., permutations or foldings) or *endomorphisms* (self-injections). MAP is implied by the unlimited scope, up to perceptual relevance, of the universal quantifier implicitly attached to reality by the [containment principle](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#containment_principle). With closure thereby established, we can apply techniques of logical reduction to S without worrying about whether the lack of some external necessity will spoil the reduction. In effect, MAP makes T(S) "exclusive enough" to describe S by excluding as a descriptor of S anything not in S. But there still remains the necessity of providing S with a mechanism of self-description.

This mechanism is provided by another metalogical principle, the **M=R** or *Mind Equals Reality* Principle, that identifies S with the extended cognitive syntax D(S) of the theorist. This syntax (system of cognitive rules) not only determines the theorist's perception of the universe, but bounds his cognitive processes and is ultimately the *limit* of his theorization (this relates to the observation that all we can directly know of reality are our *perceptions* of it). The reasoning is simple; S determines the composition and behavior of objects (or subsystems) s in S, and thus comprises the general syntax (structural and functional rules of S) of which s obeys a specific restriction. Thus, where s is an ideal observer/theorist in S, S is the syntax of its own observation and explanation by s. This is directly analogous to "the real universe contains all and only that which is real", but differently stated: "S contains all and only objects s whose extended syntax is isomorphic to S." M=R identifies S with the veridical limit of any partial theory T of S [limT(S) = D(S)], thus making S "inclusive

enough" to describe itself. That is, nothing relevant to S is excluded from S @D(S).

Mathematically, the M=R Principle is expressed as follows. The universe obviously has a structure S. According to the logic outlined above, this structure is self-similar; S distributes over S, where "distributes over S" means "exists without constraint on location or scale within S". In other words, the universe is a perfectly self-similar system whose overall structure is replicated everywhere within it as a general state-recognition and state-transition syntax (as understood in an extended computational sense). The self-distribution of S, called [hology](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#Hology), follows from the [containment principle](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#containment_principle), i.e. the tautological fact that everything within the real universe must be described by the predicate "real" and thus fall within the constraints of global structure. That this structure is completely self-distributed implies that it is locally indistinguishable for subsystems s; it could only be discerned against its absence, and it is nowhere absent in S. Spacetime is thus transparent from within, its syntactic structure invisible to its contents on the classical (macroscopic) level. Localized systems generally express and utilize only a part of this syntax on any given scale, as determined by their specific structures. I.e., where there exists a hological incoversion endomorphism D:Sà{rÎS} carrying the whole structure of S into every internal point and region of S, objects (quantum-geometrodynamically) embedded in S take their recognition and state-transformation syntaxes directly from the ambient spatiotemporal background up to isomorphism. Objects thus utilize only those aspects of D(S) of which they are structural and functional representations.

The inverse D-1 of this map (coinversion) describes how an arbitrary local system s within S recognizes S at the object level and obeys the appropriate "laws", ultimately giving rise to human perception. This reflects the fact that S is a self-perceptual system, with various levels of self-perception emerging within interactive subsystems s (where perception is just a refined form of *interaction* based on *recognition* in an extended computational sense). Thus, with respect to any class {s} of subsystems of S, we can define a homomorphic submap d of the endomorphism D: d:Sà{s} expressing only that part of D to which {s} is isomorphic. In general, the si are coherent or physically self-interactive systems exhibiting dynamical and informational closure; they have sometimes-inaccessible internal structures and dynamics (particularly on the quantum scale), and are distinguishable from each other by means of informational boundaries contained in syntax and comprising a "spacetime metric".

According to the above definitions, the global self-perceptor S is amenable to a theological interpretation, and its contents {s} to "generalized cognitors" including subatomic particles, sentient organisms, and every material system in between. Unfortunately, above the object level, the validity of *s-cognition* - the internal processing of sentient subsystems s - depends on the specific cognitive functionability of a given s...the extent to which s can implicitly represent higher-order relations of S. In General Relativity, S is regarded as given and complete; the laws of mathematics and science are taken as pre-existing. On the quantum scale, on the other hand, laws governing the states and distributions of matter and energy do not always have sufficient powers of restriction to fully determine quantum behavior, requiring probabilistic augmentation in the course of quantum wavefunction collapse. This prevents a given s, indeed anything other than S, from enclosing a complete nomology (set of laws); while a complete set of laws would amount to a complete deterministic history of the universe, calling the universe "completely deterministic" amounts to asserting the existence of prior determinative constraints. But this is a logical absurdity, since if these constraints were real, they would be included in reality rather than prior or external to it (by the [containment principle](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#containment_principle)). It follows that the universe freely determines its own constraints, the establishment of nomology and the creation of its physical (observable) content being effectively simultaneous and recursive. The incoversive distribution of this relationship is the basis of *free will,* by virtue of which the universe is freely created by sentient agents existing within it.

Let's elaborate a bit. Consider the universe as a completely evolved perceptual system, including all of the perceptions that will ultimately comprise it. We cannot know all of those perceptions specifically, but to the extent that they are interactively connected, we can refer to them *en masse*. The set of "laws" obeyed by the universe is just a minimal set of logical relations that suffices to make these perceptions noncontradictory, i.e. mutually consistent, and a distributed set of laws is just a set of laws formulated in such a way that the formulation can be read by any part of the system S. Obviously, for perceptions to be connected by laws, the laws themselves must be internally connected according to a syntax, and the ultimate syntax of nomological connectedness must be globally valid; whatever the laws may be at any stage of system evolution, all parts of S must be able to unambiguously read them, execute and be acted upon by them, and recognize and be recognized as their referents ("unambiguously" implies that 2-valued logic is a primary ingredient of nomology; its involvement is described by a third metalogical principle designed to ensure consistency, namely **MU** or *Multiplex Unity*). This implies that the action and content of the laws are merged together in each part of the system as a single (but dual-aspect) quantity,*infocognition*. The connectedness and consistency of infocognition is maintained by refinement and homogenization as nomological languages are superseded by extensional metalanguages in order to create and/or explain new data; because the "theory" SCSPL model-theoretically equates itself to the real universe, its "creation" and causal "explanation" operations are to a certain extent identical, and the SCSPL universe can be considered to create or configure itself by means of "self-theorization" or "self-explanation".

The simplest way to explain "connected" in this context is that every part of the (object-level) system relates to other parts within an overall structural description of the system itself (to interpret "parts", think of events rather than objects; objects are in a sense *defined on* events in a spatiotemporal setting). Obviously, any part which fails to meet this criterion does not conform to a description of the system and thus is not included in it, i.e. not "connected to" the system (on the other hand, if we were to insist that it *is*included or connected, then we would have to modify the systemic description accordingly). For this description to be utile, it should be maximally compact, employing compact predictive generalizations in a regular way appropriate to structural categories (e.g., employing general "laws of physics"). Because such laws, when formulated in an "if conditions (a,b,c…) exist, then (X and Y or Z) applies" way, encode the structure of the entire system and are universally applicable within it, the system is "self-distributed". In other words, every part of the system can consistently interact with every other part while maintaining an integral identity according to this ("TOE") formulation. Spatiotemporal relations can be skeletally depicted as edges in a graph whose vertices are events (physical interactions), i.e. spacetime "points". In this sense, graph-theoretic connectivity applies. But all those object-level connections must themselves be connected by more basic connections, the basic connections must be connected by even more basic connections, and so on. Eventually - perhaps sooner than later - we reach a basic level of connectivity whose syntax comprises a (partially undecidable) "ultimate nomology" for the level of reality we’re discussing.

Is this nomology, and the cognitive syntax in which it is expressed,wholly embodied by matter? In one sense the answer is yes, because S is distributed over each and every material sÎS as the reality-syntax D(S). Thus, every axiom and theorem of mathematics can be considered implicit in material syntax and potentially exemplified by an appropriate material pattern, e.g. a firing of cerebral neurons. Against holism - the idea that the universe is more than the sum of its parts - one can further object that the holistic entity in question is still a material ensemble, thus insinuating that even if the universe is not the "sum" of its parts, it is still a determinate *function* of its parts. However, this fails to explain the mutual consistency of object-syntaxes, without the enforcement of which reality would disintegrate due to perceptual inconsistency. This enforcement function takes matter as its argument and must therefore be reposed in spacetime itself, the universal substrate in which matter is unconditionally embedded (and as a geometrodynamic or quantum-mechanical excitation of which matter is explained). So the background has logical ascendancy over derivative matter, and this permits it to have aspects, like the power to enforce consistency, not expressible by localized interactions of compact material objects (i.e., within the bounds of *materialism* as invoked regarding a putative lack of "material evidence" for God, excluding the entire material universe).

On the other hand, might cognitive syntax reside in an external "ideal" realm analogous to Plato's world of Parmenidean forms? Plato’s ideal abstract reality is explicitly set apart from actual concrete reality, the former being an eternal world of pure form and light, and the latter consisting of a cave on whose dirty walls shift murky, contaminated shadows of the ideal world above. However, if they are both separate and in mutual correspondence, these two realities both occupy a more basic joint reality enforcing the correspondence and providing the metric of separation. If this more basic reality is then juxtaposed to another, then there must be a more basic reality still, and so on until finally we reach the most basic level of all. At this level, there will (by definition) be no separation between the abstract and concrete phases, because there will be no more basic reality to provide it or enforce a remote correspondence across it. This is the inevitable logical terminus of "Plato’s regress". But it is *also* the reality specified by the [containment principle](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm#containment_principle), the scope of whose universal quantifier is unlimited up to perceptual relevance! Since it is absurd to adopt a hypothesis whose natural logical extension is a negation of that hypothesis, we must assume that the ideal plane coincides with this one…but again, not in a way necessarily accessible to identifiable physical operations. Rather, physical reality is embedded in a more general or "abstract" ideal reality equating to the reality-syntax D(S), and the syntax D(S) is in turn embedded in physical reality by incoversion. Thus, if D(S) contains supraphysical components, they are embedded in S right along with their physical counterparts (indeed, this convention is already in restricted use in string theory and M-theory, where unseen higher dimensions get "rolled up" to sub-Planck diameter).

What does this say about **God**? First, if God is real, then God inheres in the comprehensive reality syntax, and this syntax inheres in matter. Ergo, God inheres in matter, and indeed in its spacetime substrate as defined on material and supramaterial levels. This amounts to *pantheism*, the thesis that God is omnipresent with respect to the material universe. Now, if the universe were *pluralistic* or reducible to its parts, this would make God, Who coincides with the universe itself, a pluralistic entity with no internal cohesion. But because the mutual syntactic consistency of parts is enforced by a unitary holistic manifold with logical ascendancy over the parts themselves - because the universe is a dual-aspected *monic* entity consisting of essentially homogeneous, self-consistent infocognition - God retains monotheistic unity despite being distributed over reality at large. Thus, we have a new kind of theology that might be called *monopantheism*, or even more descriptively, *holopantheism*. Second, God is indeed real, for a coherent entity identified with a self-perceptual universe is self-perceptual in nature, and this endows it with various levels of self-awareness and *sentience,* or constructive, creative intelligence. Indeed, without a guiding Entity whose Self-awareness equates to the coherence of self-perceptual spacetime, a self-perceptual universe could not coherently self-configure. Holopantheism is the logical, metatheological umbrella beneath which the great religions of mankind are unknowingly situated.

Why, if there exists a spiritual metalanguage in which to establish the brotherhood of man through the unity of sentience, are men perpetually at each others' throats? Unfortunately, most human brains, which comprise a particular highly-evolved subset of the set of all reality-subsystems, do not fire in strict S-isomorphism much above the object level. Where we define one aspect of "intelligence" as the amount of global structure functionally represented by a given sÎS, brains of low intelligence are generally out of accord with the global syntax D(S). This limits their capacity to form true representations of S (global reality) by syntactic autology [d(S) Éd d(S)] and make rational ethical calculations. In this sense, the vast majority of men are not well-enough equipped, conceptually speaking, to form perfectly rational worldviews and societies; they are deficient in education and intellect, albeit remediably so in most cases. This is why force has ruled in the world of man…why might has always made right, despite its marked tendency to violate the optimization of global utility derived by summing over the sentient agents of S with respect to space *and* time.

Now, in the course of employing deadly force to rule their fellows, the very worst element of humanity – the butchers, the violators, i.e. those of whom some modern leaders and politicians are merely slightly-chastened copies – began to consider ways of maintaining power. They lit on religion, an authoritarian priesthood of which can be used to set the minds and actions of a populace for or against any given aspect of the political status quo. Others, jealous of the power thereby consolidated, began to use religion to gather their own "sheep", promising special entitlements to those who would join them…mutually conflicting promises now setting the promisees at each other’s throats.

But although religion has often been employed for evil by cynics appreciative of its power, several things bear notice. (1) The abuse of religion, and the God concept, has always been driven by human politics, and no one is justified in blaming the God concept, whether or not they hold it to be real, for the abuses committed by evil men in its name. *Abusus non tollit usum*. (2) A religion must provide at least emotional utility for its believers, and any religion that stands the test of time has obviously been doing so. (3) A credible religion must contain elements of truth and undecidability, but no elements that are verifiably false (for that could be used to overthrow the religion and its sponsors). So by design, religious beliefs generally cannot be refuted by rational or empirical means.

Does the reverse apply? Can a *denial* of God be refuted by rational or empirical means? The short answer is yes; the refutation follows the reasoning outlined above. That is, the above reasoning constitutes not just a logical framework for reality theory, but the outline of a logical proof of God's existence and the basis of a "logical theology". While the framework serves other useful purposes as well, e.g. the analysis of mind and consciousness, we'll save those for another time.

# Physics and Metaphysics

At a January, 1998 meeting of the American Astronomical Society, it was announced that a survey of distant supernovae by an international team of astronomers indicates that cosmic expansion is being accelerated by an unknown repulsive force…a force that appears strong enough to prevent gravity from collapsing the universe.

The supernovae are of an extensively studied variety known as *type Ia*. Type Ia supernovae, which result from the explosion of certain white dwarf stars, are so similar and steady in luminosity that they can be used as *standard candles*, or reliable measures of astral brightness. Because they always shine with the same intrinsic intensity, it is possible to infer their distances by the dimness of their light. Distance can then be plotted against speed of recession as calculated from frequency reductions due to cosmic redshift. Such a plot turns out to be increasingly nonlinear as distance increases, suggesting an unexpected acceleration.

Most of those analyzing the data agree on the implications. Because the observed supernovae are dimmer than would be expected had the rate of cosmic expansion remained constant since their parent stars exploded, expansion must have accelerated since the supernovae were born, and some kind of accelerative force must pervade the universe. As early as February, 1998, an independent group calling itself the *High-z Supernova Search Team* (*z* means *redshift*) confirmed this finding with a statistical confidence of 98.7-99.99%. Since then, further observations have provided yet more confirmation.

Among the candidates for a repulsive force are Einstein’s *cosmological constant*, representing a form of antigravity associated with General Relativity, and quantum mechanical *vacuum energy*, which produces outward pressure through the spontaneous creation and annihilation of virtual particle-antiparticle pairs. Also receiving welcome air time are more bizarre ideas like *X-matter* and *quintessence*, strange forms of background energy that might be produced by mysterious physical processes as yet unidentified.

In the minds of most theorists, the best bet is a combination of cosmological constant and vacuum energy. That would deliver the steady effect that has been observed, as opposed to the fluctuations that might accompany X-matter and quintessence. Unfortunately, none of the experts can give a constructive reason for why any of these influences should themselves exist. No conventional theory incorporating the Standard Big Bang Model of cosmology can explain why an expansive force should be evident or how it might have originated.

However, an alternative theory does exist. It is virtually unknown to most physicists, whose stock repertoire is limited to theories that have been published by other physicists in exclusive scholastic journals unreceptive to strange new ideas emanating from unknown, academically uncredentialed sources. It *has*, however, been published for a highly intelligent readership in a journal called *Noesis*. This theory is called the **CTMU**. Although *Noesis* is not, strictly speaking, a peer-reviewed journal, the CTMU has been extensively criticized and defended within it over the last decade on the basis of published descriptions.

The CTMU is not an ordinary physical theory. Instead of being just another system of *ad hoc* equations purporting to describe some limited aspect of the physical universe, it has a unique logical structure designed to embed the very foundations of mathematics and philosophy. Yet, unlike many predominantly rationalistic theories, it is designed to resolve paradox on both rational and observational levels, and thus makes verifiable statements regarding the nature of observable reality. Some of these statements, which range in application from quantum physics to cosmology, relate to cosmic expansion.

To query the universe regarding its true nature is to ask a very deep question. There was always a strange and touching mixture of humility and hubris in the idea that physicists could obtain an answer to this question simply by looking through their instruments and carefully describing what they saw. After all, reality contains features like *mind, cognition* and *consciousness* that do not lend themselves to empirical techniques or scientific reductionism. Yet, they are basic, unavoidable ingredients of every scientific measurement ever performed and every theoretical explanation ever devised. Without conscious minds subjecting reality to cognition, science could not exist.

The CTMU provides physics and cosmology with a logical framework that incorporates these missing ingredients in a way reflecting the nature of their involvement in measurement and theorization. And as a bonus, it does what no other theory can: while painlessly absorbing the bulk of modern physical science and resolving many of its most stubborn and destructive paradoxes, it coherently explains the cosmological implications of the evidence for accelerative recession of type Ia supernovae in the context of a self-contained, self-creating universe.

**Physics and Metaphysics**  (© 1998 - 2002 by C.M. Langan)

**Today : Metaphysics :: Tomorrow : Physics**

Today’s dominant theory of small-scale physics, *quantum mechanics*, did not begin its long and successful run as a physical theory. The reason is logical; its major premise, the *Heisenberg Uncertainty Principle*, sets absolute limits on the accuracy to which quanta can be measured, and cursory logical analysis reveals that this defines a relation between measurer and measured object that cannot be expressed in a language describing measured objects alone. Since classical physics was the latter kind of language, neither the uncertainty principle nor quantum mechanics could be immediately classified as “physics”. Rather, they belonged to a logical metalanguage of physics called *metaphysics*. Indeed, even at a time when physics routinely explains what the ancients would have seen as “magic”, some physicists view quantum mechanics with a touch of uneasy skepticism. The reason: it raises too many metaphysical-looking issues without satisfactorily resolving them.

Relativity too was initially a metaphysical theory based on the formation of higher-order predicates, *spacetime* and *spacetime curvature*, that had not existed in physics, drawing in the interests of self-containment a higher-order causal relationship between the fundamental physical parameters *space, time* and *matter* on a combination of empirical and mathematical grounds (a higher-order relation is a relation of relations…of relations of primitive objects, defined at the appropriate level of predicate logic). Since this describes a semantic operation that cannot be effected within the bare language of physics as it existed at the time, relativity was metaphysical rather than physical in nature. Nevertheless, it achieved quick recognition as a physical theory…not only because Einstein was already recognized as a professional physicist, but because it made physical predictions that classical physics alone did not make.

It was recognized long before Einstein that observations of physical objects vary subjectively in certain parameters. For example, although objects are identical when viewed under identical conditions, they vary in size when viewed from different distances, display different shapes from different angles, and seem to be differently colored and shaded under different lighting conditions. Einstein expanded the range of subjective variation of physical phenomena by showing that objects also look different when viewed at different *relative velocities*. But in keeping with classical objectivism, he showed in the process that such perceptual variations were a matter of objective circumstance, in effect treating perception itself as an objective phenomenon. Because this kind of empirical objectivization is exactly what is expected of the objective empirical science of physics, attention was diverted from nagging metaphysical questions involving the interplay of rational and empirical factors in perception.

Although he never got around to enunciating it, Einstein may well have sensed that perception cannot be understood without understanding the logic of this interplay, and that this logic is instrumental to the inherently metaphysical operation of theoretical unification. Nevertheless, perhaps encouraged by his own apparent success in sidestepping this particular metaphysical issue, he spent the second half of his career on a doomed attempt to unify physics in a purely physical context - that is, in the context of a spacetime model which went only as far as Relativity Theory. Since then, many bright and well-educated people have repeated roughly the same error, never realizing that physical theory truly advances only by absorbing profoundly creative metaphysical extensions on which no ordinary physicist would wittingly sign off.

Like quantum mechanics and the Theory of Relativity, the CTMU is a metaphysical theory that makes distinctive predictions and retrodictions not made by previous theories. However, the CTMU makes no attempt in the process to sidestep difficult metaphysical issues. For example, Einstein introduced the cosmological constant to stabilize the size of the universe, but then dropped it on the empirical grounds of apparent universal expansion. In contrast, the CTMU goes beyond empiricism to the rational machinery of perception itself, providing cosmic expansion with a logical basis while predicting and explaining some of its features. Relativity pursues the goal of explanatory self-containment up to a point; spacetime contains matter and energy that cause spacetime fluctuations that cause changes in matter and energy. The CTMU, on the other hand, pursues the goal of self-containment all the way up to cosmogenesis. And while neither GR nor QM does anything to resolve the fatal paradoxes of *ex nihilo* creation and quantum nonlocality, the CTMU dissolves such paradoxes with a degree of logical rectitude to which science seldom aspires.

To understand how the CTMU is a natural extension of modern physics, let us review the history of the physicist’s and cosmologist’s art in the context of Cartesian coordinate systems.

**The Cartesian Architecture of Split-Level Reality**

Modern physics is based on, and can be described as the evolution of, rectilinear coordinate systems. Called *Cartesian coordinate* *systems* after their leading exponent, René Descartes, they are particularly well-suited to the objective modeling of physical phenomena, that is, to the algebraic representation of static and dynamic relationships without respect to their locations or the special vantages from which they are observed or considered. This property of Cartesian spaces relates directly to another invention of Monsieur Descartes called *mind-body dualism*, which merely states in plain language what Cartesian coordinate systems seem to graphically depict: namely, that cognition and physical reality can be factored apart at our philosophical and scientific convenience.

Since the time of Descartes, there have been numerous attempts to clarify the exact relationship between mind and reality and thereby solve the "mind-body problem". Hume, for example, held that reality consists exclusively of *sense impressions* from which concepts like “mind” and “matter” are artificially abstracted. Kant countered with the view that the mind knows deep reality only through cryptic impressions molded to its own cognitive *categories.* More recently, Lewes’ *dual-aspect monism* maintained that reality consists of a neutral substance of which mind and body are just complementary *aspects*, while the *mind-stuff theory* of Clifford and Prince was a form of psychical monism positing that mind is the ultimate reality, that ordinary material reality is simply mind apprehended by mind, and that the higher functions of mind emerge from smaller pieces of mind that do not of themselves possess higher mental attributes (an idea previously attributable to Leibniz, Spencer and others).

But while each of these theories contains a part of the truth, none contains the *whole* truth. Only recently have the parts been assembled in light of modern logic and science to create a dynamic, comprehensive theory of reality that solves the mind-body problem for good.

**Classical Mechanics: The Infinitesimal Worm in Newton’s Apple**

The next big representational advance in physics, Newtonian mechanics, relied on a new kind of analytic geometry based on *vector modeling* and *vector analysis* of physical motion in Cartesian coordinate systems in which space and time are represented as independent (orthogonal) axes. Its *Langrangian* and *Hamiltonian* formulations occupy the same mathematical setting. From the beginning, the featureless neutrality of Cartesian space accorded well with the evident nonpreference of physical laws for special coordinate systems…i.e., for the homogeneity and isotropy of space and time. However, this property of Cartesian spaces also rendered position and motion completely *relative* in the Galilean sense. Finding that this made it hard to explain certain physical phenomena - e.g., inertia, and later on, electromagnetic wave propagation - Newton and his followers embraced the concept of a *stationary aether* against whose background all dimensions, durations and velocities were considered to be fixed. The aether was an unusual kind of “field” over which the center of mass of the universe was perfectly distributed, explaining not only inertia but the evident fact that all of the matter in the universe was not gravitating toward a central point in space.

In order to work with his vector model of physical reality, Newton had to invent a new kind of mathematical analysis known as *infinitesimal calculus*. Specifically, he was forced in calculating the velocity of an object at each point of its trajectory to define its “instantaneous rate of change” as a ratio of "infinitesimal" vectors whose lengths were “smaller than any finite quantity, but greater than zero”. Since this is a paradoxical description that does not meaningfully translate into an actual value – the only number usually considered to be smaller than any finite quantity is 0 - it is hard to regard infinitesimal vectors as meaningful objects. But even though they could not give a satisfactory account of infinitesimal vectors, post-Newtonian physicists at least knew where such vectors were located: in the same Cartesian space containing ordinary *finite* vectors. Better yet, the celebrated mathematician Gauss discovered that they could be confined within the curves to which they were tangential, an insight developed by Riemann into a comprehensive theory of *differential geometry* valid for curved surfaces in any number of dimensions. However, although differential geometry would later prove useful in formulating a generalization of Cartesian space, its “intrinsic” nature did not resolve the paradox of infinitesimals.

For many years after Newton, mathematicians struggled to find a way around the infinitesimals paradox, first lighting on the Weierstrass epsilon-delta formalism purporting to characterize infinitesimals within standard Cartesian space. But later – in fact, years after Newtonian mechanics was superseded by a more general theory of physics – they finally satisfied their yearning to understand infinitesimals as timeless mathematical *objects*. They accomplished this by reposing them in a hypothetical *nonstandard universe* where each point of the standard universe is surrounded by a nonstandard neighborhood containing infinitesimal objects (in logic, a theory is justified by demonstrating the existence of a *model* for which it is true; as a model of infinitesimals and their relationships with finite numbers, the nonstandard universe justifies the infinitesimal calculus). Ignoring the obvious fact that this could have a metaphysical bearing on physical reality, mathematicians took the nonstandard universe and carried it off in the purely abstract direction of *nonstandard analysis*.

**Quantum Mechanics: Space and Time Get Smeared (and Worse)**

After standing for over two centuries as the last word in physics, the differential equations comprising the deterministic laws of Newtonian mechanics began to run into problems. One of these problems was called the *Heisenberg Uncertainty Principle* or **HUP**. The HUP has the effect of “blurring” space and time on very small scales by making it impossible to simultaneously measure with accuracy certain pairs of attributes of a particle of matter or packet of energy. Because of this blurring, Newton’s differential equations are insufficient to describe small-scale interactions of matter and energy. Therefore, in order to adapt the equations of classical mechanics to the nondeterministic, dualistic (wave-versus-particle) nature of matter and energy, the more or less *ad hoc* theory of quantum mechanics (**QM**) was hastily developed. QM identifies matter quanta with “probability waves” existing in ¥-dimensional complex *Hilbert space*, a Cartesian space defined over the field of complex numbers a+bi (where a and b are real numbers and i = Ö-1) instead of the pure real numbers, and replaces Hamilton’s classical equations of motion with Schrodinger’s *wave equation*. QM spelled the beginning of the end for Laplacian determinism, a philosophical outgrowth of Newtonianism which held that any temporal state of the universe could be fully predicted from a complete Cartesian description of any other. Not only uncertainty but *freedom* had reentered the physical arena.

Unfortunately, the HUP was not the only quantum-mechanical problem for classical physics and its offshoots. Even worse was a phenomenon called *EPR (Einstein-Podolsky-Rosen) nonlocality*, according to which the conservation of certain physical quantities for pairs of correlated particles seems to require that information be instantaneously transmitted between them regardless of their distance from each other. The EPR paradox juxtaposes nonlocality to the conventional dynamical scenario in which anything transmitted between locations must move through a finite sequence of intervening positions in space and time. So basic is this scenario to the classical worldview that EPR nonlocality seems to hang over it like a Damoclean sword, poised to sunder it like a melon. Not only does no standard physical theory incorporating common notions of realism, induction and locality contain a resolution of this paradox - this much we know from a mathematical result called *Bell's theorem* - but it seems that the very foundations of physical science must give way before a resolution can even be attempted!

**The Special Theory of Relativity: Space and Time Beget Spacetime**

Another problem for Newton’s worldview was the invariance of *c*, the speed of light *in vacuo.* Emerging from Maxwell’s equations and direct experimentation (e.g., Michelson-Morley), c-invariance defies representation in an ordinary Cartesian vectorspace. Einstein’s *Special Theory of Relativity*(**SR**), arising at about the same time as quantum mechanics, was designed to fill the breach. To accomplish this, Einstein had to generalize Cartesian space in such a way that distances and durations vary with respect to distinct coordinate systems associated with various states of relative motion. The particular generalization of Cartesian space in which these motion-dependent coordinate systems are related, and in which the velocity of light can be invariantly depicted, is called *Minkowski spacetime*. In spacetime, space and time axes remain perpendicular but no longer represent independent dimensions. Instead, spacelike and timelike domains are separated by null or lightlike *geodesics* (minimal trajectories) representing the "paths" traced by light, and the constant velocity of light is represented by the constant (usually 45°) orientation of the corresponding spacetime vectors. The space and time axes of moving coordinate systems are skewed by the *Lorentz transformation functions* according to their relative angles of propagation (velocities) through timelike domains, resulting in relative distortions of space and time vectors between systems.

**General Relativity: Spacetime Develops Curvature**

*Flat* or *Euclidean spacetime* suffices for the representation of all kinds of physical motion up to constant linear acceleration. However, gravity – which Newton had regarded as a force and represented as an ordinary Cartesian vector – causes other kinds of motion as well, e.g. orbital motion. So in order to generalize Minkowski spacetime to explain gravity, Einstein had to undertake a further generalization of Cartesian space accommodating non-flat or *curved spacetime*. In this generalization of Cartesian space, spacetime curvature is represented by algebraically well-behaved generalizations of vectors called *tensors,* which are just mathematical functions that take ordinary spacetime vectors as input and yield other vectors (or numbers) as output. Calculating these entities can be as exacting and tedious as counting sand grains, but they are mathematically straightforward. By modeling physical reality as a curved tensor manifold, Einstein was able to explain how gravity affects motion and thus to create the gravitational extension of Special Relativity known as *General Relativity* or **GR**. While the gravitational calculations of GR match those of classical mechanics under most conditions, experiment favors GR decisively in certain situations.

Although GR is based on differential geometry intrinsic to curved surfaces – geometry in which one need never leave a surface in order to determine its properties – distances and curvatures are ultimately expressed in terms of minute spatiotemporal vectors or "line elements" which must be made infinitesimal to ensure that they never leave the "surface" of spacetime. Thus, GR avoids the mensural necessity of an external hyperspace only by inheriting Newton’s infinitesimals paradox. Since GR, like classical mechanics, treats these line elements as *objects* to be used in forming ratios and tensors, it requires an "object-oriented" (as opposed to a Weierstrass-style procedural) definition of infinitesimals. But such a definition requires a nonstandard universe on model-theoretic grounds. So GR depends on a nonstandard universe as much as its predecessors, and is not as self-contained as the concept of intrinsic curvature might lead one to expect.

Strictly speaking, Newtonian mechanics and all subsequent theories of physics require a nonstandard universe, i.e. a model that supports the existence of infinitesimals, for their formulation. The effect of this requirement is to blur the distinction between *physics*, which purports to limit itself to the standard universe of measurable distances, and *metaphysics*, which can describe the standard universe as embedded in a higher-dimensional space or a nonstandard universe containing infinitesimals. The fast acceptance of GR as a "physical" theory thus owed at least in part to the fact that physicists had already learned to swallow the infinitesimals paradox every time they used the infinitesimal calculus to do classical mechanics! Only much later, with the advent of an infocognitive spacetime internally accommodating necessary metaphysical self-extensions, could the infinitesimal line elements of GR be properly embedded in a neoCartesian model of reality as abstract ingredients of certain distributed computations (see [*Appendix A*](http://www.megafoundation.org/CTMU/Articles/Supernova.html#Appendix%20A)).

The moral of the story up to this point is abundantly clear: both before and after Newton, the greatest advances in physics have come through the creation and absorption of metaphysical extensions. Unfortunately, most physicists are sufficiently unclear on this fact that the word “metaphysics” remains all but unmentionable in their deliberations.

But change finds a way.

**The Search for a Unified Field: Spacetime Gains New Dimensions**

Having found so satisfying a mathematical setting for gravitation, Einstein next tried to create a *Unified Field Theory* (**UFT**) by using the same model to explain all of the fundamental forces of nature, two of which, electricity and magnetism, had already been unified by Maxwell as *electromagnetism* or **EM** for short As a natural first step, Einstein tried to formulate the EM force as a tensor. Unfortunately, EM force is governed by quantum mechanics, and 4-dimensional GR tensors lack intrinsic quantum properties. This alone limits General Relativity to a calculational rather than explanatory bearing on electromagnetism. Because the branch of quantum mechanics called *quantum electrodynamics* (QED), which treats the EM force as a particle interchange, better explained the properties and dynamics of electrons and electromagnetic fields, Einstein’s geometrodynamic approach to the UFT was widely abandoned.

After a time, however, the trek was resumed.*Kaluza-Klein theory* had already added an extra dimension to spacetime and curled it up into a tight little loop of radius equal to the Planck length (10-33 cm, far smaller than any known particle). This curling maneuver explained more than the extra dimension’s invisibility; because only a discrete number of waves can fit around a loop, it also seemed to explain why particle energies are *quantized*, and thus to provide a connection between relativity theory and QM (in 1921, Kaluza observed that light could be viewed as the product of fifth-dimensional vibrations). Though temporarily forgotten, this idea was ultimately revived in connection with *supersymmetry*, an attempt to unify the fundamental forces of nature in a single theory by defining GR-style tensors accommodating 7 additional spacetime dimensions. Shortened and rolled up in bizarre topological configurations, these dimensions would exhibit fundamental frequencies and quantized harmonics resembling the quantum properties of tiny particles of matter.

Although supersymmetry was eventually dropped because its 11-dimensional structure failed to explain subatomic chirality (whereby nature distinguishes between right- and left-handedness), its basic premises lived on in the form of 10-dimensional *superstring theory*. Again, the basic idea was to add additional dimensions to GR, slice and splice these extra dimensions in such a way that they manifest the basic features of quantum mechanics, and develop the implications in the context of a series of Big Bang phase transitions (“broken symmetries”) in which matter changes form as the hot early universe cools down (mathematically, these phase transitions are represented by the arrows in the series GàHà…àSU(3) x SU(2) x U(1)àSU(3) x U(1), where alphanumerics represent algebraic *symmetry groups* describing the behavioral regularities of different kinds of matter under the influence of different forces, and gravity is mysteriously missing)

Unfortunately, just as General Relativity did nothing to explain the origin of 4-D spacetime or its evident propensity to “expand” when there would seem to be nothing for it to expand *into*, string theory did nothing to explain the origin or meaning of the n-dimensional strings into which spacetime had evolved. Nor did it even uniquely or manageably characterize higher-dimensional spacetime structure; it required the same kind of nonstandard universe that was missing from GR in order to properly formulate quantum-scale dimensional curling, and eventually broke down into five (5) incompatible versions all relying on difficult and ill-connected kinds of mathematics that made even the simplest calculations, and extracting even the most basic physical predictions, virtually impossible. Worse yet, it was an unstratified low-order theory too weak to accommodate an explanation for quantum nonlocality or measurable cosmic expansion.

Recently, string theory has been absorbed by a jury-rigged patchwork called “membrane theory” or *M-theory* whose basic entity is a p-dimensional object called, one might almost suspect eponymically, a “p-brane” (no, this is not a joke). P-branes display mathematical properties called *S-* and *T-duality* which combine in a yet-higher-level duality called *the Duality of Dualities* (again, this is not a joke) that suggests a reciprocity between particle size and energy that could eventually link the largest and smallest scales of the universe, and thus realize the dream of uniting large-scale physics (GR) with small-scale physics (QM). In some respects, this is a promising insight; it applies broad logical properties of theories (e.g., duality) to what the theories “objectively” describe, thus linking reality in a deeper way to the mental process of theorization. At the same time, the “membranes” or “bubbles” that replace strings in this theory more readily lend themselves to certain constructive interpretations.

But in other ways, M-theory is just the same old lemon with a new coat of paint. Whether the basic objects of such theories are called strings, p-branes or bubble-branes, they lack sufficient structure and context to explain their own origins or cosmological implications, and are utterly helpless to resolve physical and cosmological paradoxes like quantum nonlocality and *ex nihilo*(something-from-nothing) cosmogony… paradoxes next to which the paradoxes of broken symmetry “resolved” by such theories resemble the unsightly warts on the nose of a charging rhinoceros. In short, such entities sometimes tend to look to those unschooled in their virtues like mathematical physics run wildly and expensively amok.

Alas, the truth is somewhat worse. Although physics has reached the point at which it can no longer credibly deny the importance of metaphysical criteria, it resists further metaphysical extension. Instead of acknowledging and dealing straightforwardly with its metaphysical dimension, it mislabels metaphysical issues as “scientific” issues and festoons them with increasingly arcane kinds of mathematics that hide its confusion regarding the underlying logic. Like a social climber determined to conceal her bohemian roots, it pretends that it is still dealing directly with observable reality instead of brachiating up vertiginous rationalistic tightropes towards abstractions that, while sometimes indirectly confirmed, are no more directly observable than fairies and unicorns. And as science willfully distracts itself from the urgent metaphysical questions it most needs to answer, philosophy ignores its parental responsibility.

**Reality as a Cellular Automaton: Spacetime Trades Curves for Computation**

At the dawn of the computer era, the scientific mainstream sprouted a timely alternative viewpoint in the form of the *Cellular Automaton Model of the Universe*, which we hereby abbreviate as the **CAMU**. First suggested by mathematician John von Neumann and later resurrected by salesman and computer scientist Ed Fredkin, the CAMU represents a conceptual regression of spacetime in which space and time are re-separated and described in the context of a *cellular automaton*. Concisely, space is represented by (e.g.) a rectilinear array of computational cells, and time by a perfectly distributed state transformation rule uniformly governing cellular behavior. Because automata and computational procedures are inherently quantized, this leads to a natural quantization of space and time. Yet another apparent benefit of the CAMU is that if it can be made equivalent to a universal computer, then by definition it can realistically simulate anything that a consistent and continually evolving physical theory might call for, at least on the scale of its own universality.

But the CAMU, which many complexity theorists and their sympathizers in the physics community have taken quite seriously, places problematic constraints on universality. E.g., it is not universal on all computational scales, does not allow for subjective cognition except as an emergent property of its (assumedly objective) dynamic, and turns out to be an unmitigated failure when it comes to accounting for relativistic phenomena. Moreover, it cannot account for the origin of its own cellular array and is therefore severely handicapped from the standpoint of cosmology, which seeks to explain not only the composition but the origin of the universe. Although the CAMU array can internally accommodate the simulations of many physical observables, thus allowing the CAMU’s proponents to intriguingly describe the universe as a “self-simulation”, its inability to simulate *the array itself* precludes the adequate representation of higher-order physical predicates with a self-referential dimension.

**Reality as Reality *Theory*: Spacetime Turns Introspective**

Now let us backtrack to the first part of this history, the part in which René Descartes physically objectivized Cartesian spaces in keeping with his thesis of mind-body dualism. Notice that all of the above models sustain the mind-body distinction to the extent that cognition is regarded as an incidental side effect or irrelevant epiphenomenon of objective laws; cognition is secondary even where space and time are considered non-independent. Yet not only is any theory meaningless in the absence of cognition, but the all-important theories of relativity and quantum mechanics, without benefit of explicit logical justification, both invoke higher-level constraints which determine the form or content of dynamical entities according to properties not of their own, but of entities that measure or interact with them. Because these higher-level constraints are *cognitive* in a generalized sense, GR and QM require a joint theoretical framework in which generalized cognition is a distributed feature of reality.

Let’s try to see this another way. In the standard objectivist view, the *universe* gives rise to a *theorist* who gives rise to a *theory* of the universe. Thus, while the universe creates the theory by way of a theorist, it is not beholden to the possibly mistaken theory that results. But while this is true as far as it goes, it cannot account for how the universe itself is created. To fill this gap, the CTMU *Metaphysical Autology Principle* or **MAP** states that because *reality* is an all-inclusive relation bound by a universal quantifier whose scope is unlimited up to relevance, there is nothing external to reality with sufficient relevance to have formed it; hence, the real universe must be self-configuring. And the *Mind-Equals-Reality* (**M=R**) Principle says that because the universe alone can provide the plan or *syntax* of its own self-creation, it is an "infocognitive" entity loosely analogous to a theorist in the process of introspective analysis. Unfortunately, since objectivist theories contain no room for these basic aspects of reality, they lack the expressive power to fully satisfy relativistic, cosmological or quantum-mechanical criteria. The ubiquity of this shortcoming reflects the absence of a necessary and fundamental logical feature of physical analysis, a higher order of theorization in which *theory cognitively distributes over theory,* for which no conventional theory satisfactorily accounts.

In view of the vicious paradoxes to which this failing has led, it is only natural to ask whether there exists a generalization of spacetime that contains the missing self-referential dimension of physics. The answer, of course, is that one *must* exist, and any generalization that is comprehensive in an explanatory sense must explain *why*. In *Noesis/ECE* 139, the SCSPL paradigm of the CTMU was described to just this level of detail. Space and time were respectively identified as generalizations of information and cognition, and spacetime was described as a homogeneous self-referential medium called *infocognition* that evolves in a process called *conspansion*. Conspansive spacetime is defined to incorporate the fundamental concepts of GR and QM in a simple and direct way that effectively preempts the paradoxes left unresolved by either theory alone. Conspansive spacetime not only incorporates non-independent space and time axes, but logically absorbs the cognitive processes of the theorist regarding it. Since this includes any kind of theorist cognitively addressing any aspect of reality, scientific or otherwise, the CTMU offers an additional benefit of great promise to scientists and nonscientists alike: it naturally conduces to a unification of scientific and nonscientific (e.g. humanistic, artistic and religious) thought.

**CTMU >> CAMU in Camo**

Before we explore the conspansive SCSPL model in more detail, it is worthwhile to note that the CTMU can be regarded as a generalization of the major computation-theoretic current in physics, the CAMU. Originally called the *Computation-Theoretic Model of the Universe*, the CTMU was initially defined on a hierarchical nesting of universal computers, the *Nested Simulation Tableau* or **NeST**, which tentatively described spacetime as *stratified virtual reality* in order to resolve a decision-theoretic paradox put forth by Los Alamos physicist William Newcomb (see *Noesis* 44, etc.). Newcomb’s paradox is essentially a paradox of reverse causality with strong implications for the existence of free will, and thus has deep ramifications regarding the nature of time in self-configuring or self-creating systems of the kind that MAP shows it must be. Concisely, it permits reality to freely create itself from within by using its own structure, without benefit of any outside agency residing in any external domain.

Although the CTMU subjects NeST to metalogical constraints not discussed in connection with Newcomb’s Paradox, NeST-style computational stratification is essential to the structure of conspansive spacetime. The CTMU thus absorbs the greatest strengths of the CAMU – those attending quantized distributed computation – without absorbing its *a priori* constraints on scale or sacrificing the invaluable legacy of Relativity. That is, because the extended CTMU definition of spacetime incorporates a self-referential, self-distributed, self-scaling universal automaton, the tensors of GR and its many-dimensional offshoots can exist within its computational matrix.

An important detail must be noted regarding the distinction between the CAMU and CTMU. By its nature, the CTMU replaces ordinary mechanical computation with what might better be called *protocomputation*. Whereas computation is a process defined with respect to a specific machine model, e.g. a Turing machine, protocomputation is logically "pre-mechanical". That is, before computation can occur, there must (in principle) be a physically realizable machine to host it. But in discussing the origins of the physical universe, the prior existence of a physical machine cannot be assumed. Instead, we must consider a process capable of giving rise to physical reality itself...a process capable of not only implementing a computational syntax, but of serving as its own computational syntax by self-filtration from a realm of syntactic potential. When the word "computation" appears in the CTMU, it is usually to protocomputation that reference is being made.

It is at this point that the theory of languages becomes indispensable. In the theory of computation, a "language" is anything fed to and processed by a computer; thus, if we imagine that reality is in certain respects like a computer simulation, it is a language. But where no computer exists (because there is not yet a universe in which it *can* exist), there is no "hardware" to process the language, or for that matter the metalanguage simulating the creation of hardware and language themselves. So with respect to the origin of the universe, language and hardware must somehow emerge as one; instead of engaging in a chicken-or-egg regress involving their recursive relationship, we must consider a self-contained, dual-aspect entity functioning simultaneously as both. By definition, this entity is a *Self-Configuring Self-Processing Language* or SCSPL. Whereas ordinary computation involves a language, protocomputation involves SCSPL.

Protocomputation has a projective character consistent with the SCSPL paradigm. Just as all possible formations in a language - the set of all possible strings - can be generated from a single distributed syntax, and all grammatical transformations of a given string can be generated from a single copy thereof, all predicates involving a common syntactic component are generated from the integral component itself. Rather than saying that the common component is distributed over many values of some differential predicate - e.g., that some distributed feature of programming is distributed over many processors - we can say (to some extent equivalently) that many values of the differential predicate - e.g. spatial location - are internally or *endomorphically* projected within the common component, with respect to which they are "in superposition". After all, difference or multiplicity is a logical relation, and logical relations possess logical coherence or unity; where the relation has logical priority over the reland, unity has priority over multiplicity. So instead of putting multiplicity before unity and pluralism ahead of monism, CTMU protocomputation, under the mandate of a third CTMU principle called *Multiplex Unity* or **MU**, puts the horse sensibly ahead of the cart.

To return to one of the central themes of this article, SCSPL and protocomputation are metaphysical concepts. Physics is unnecessary to explain them, but they are necessary to explain physics. So again, what we are describing here is a metaphysical extension of the language of physics. Without such an extension linking the physical universe to the ontological substrate from which it springs - explaining what physical reality is, where it came from, and how and why it exists - the explanatory regress of physical science would ultimately lead to the inexplicable and thus to the meaningless.

**Spacetime Requantization and the Cosmological Constant**

The CTMU, and to a lesser extent GR itself, posits certain limitations on exterior measurement. GR utilizes (so-called) intrinsic spacetime curvature in order to avoid the necessity of explaining an external metaphysical domain from which spacetime can be measured, while **MAP** simply states, in a more sophisticated way consistent with infocognitive spacetime structure as prescribed by **M=R** and **MU**, that this is a matter of logical necessity (see *Noesis/ECE* 139, pp. 3-10). Concisely, if there were such an exterior domain, then it would be an autologous extrapolation of the *Human Cognitive Syntax* (**HCS**) that should properly be included in the spacetime to be measured. [As previously explained, the HCS, a synopsis of the most general theoretical language available to the human mind (cognition), is a supertautological formulation of reality as recognized *by* the HCS. Where CTMU spacetime consists of HCS infocognition distributed over itself in a way isomorphic to NeST – i.e., of a stratified NeST computer whose levels have infocognitive HCS structure – the HCS spans the laws of mind and nature. If something cannot be mapped to HCS categories by acts of cognition, perception or reference, then it is HCS-unrecognizable and excluded from HCS reality due to nonhomomorphism; conversely, if it *can* be mapped to the HCS in a physically-relevant way, then it is *real* and must be explained by reality theory.]

Accordingly, the universe as a whole must be treated as a static domain whose self and contents cannot “expand”, but only *seem* to expand because they are undergoing internal rescaling as a function of SCSPL grammar. The universe is not actually expanding in any absolute, externally-measurable sense; rather, its contents are shrinking relative to it, and to maintain local geometric and dynamical consistency, it appears to expand relative to them. Already introduced as *conspansion* (contraction *qua* expansion), this process reduces physical change to a form of "grammatical substitution" in which the geometrodynamic state of a spatial relation is differentially expressed within an ambient cognitive image of its previous state. By running this scenario backwards and regressing through time, we eventually arrive at the source of geometrodynamic and quantum-theoretic reality: a primeval conspansive domain consisting of pure physical potential embodied in the self-distributed "infocognitive syntax" of the physical universe…i.e., the laws of physics, which in turn reside in the more general HCS.

Conspansion consists of two complementary processes, *requantization* and *inner expansion*. Requantization downsizes the content of Planck’s constant by applying a quantized scaling factor to successive layers of space corresponding to levels of distributed parallel computation. This *inverse scaling factor* 1/R is just the reciprocal of the *cosmological scaling factor* R, the ratio of the current apparent size dn(U) of the expanding universe to its original (Higgs condensation) size d0(U)=1. Meanwhile, inner expansion outwardly distributes the images of past events at the speed of light within progressively-requantized layers. As layers are rescaled, the rate of inner expansion, and the speed and wavelength of light, change with respect to d0(U) so that relationships among basic physical processes do *not* change…i.e., so as to effect nomological covariance. The thrust is to *relativize* space and time measurements so that spatial relations have different diameters and rates of diametric change from different spacetime vantages. This merely continues a long tradition in physics; just as Galileo relativized motion and Einstein relativized distances and durations to explain gravity, this is a relativization for conspansive “antigravity” (see [*Appendix B*](http://www.megafoundation.org/CTMU/CTMU/Articles/supernova.html#Appendix)).

Conspansion is not just a physical operation, but a logical one as well. Because physical objects unambiguously maintain their identities and physical properties as spacetime evolves, spacetime must directly obey the rules of 2VL (*2-valued logic* distinguishing what is true from what is false). Spacetime evolution can thus be straightforwardly depicted by Venn diagrams in which the truth attribute, a high-order metapredicate of any physical predicate, corresponds to topological inclusion in a spatial domain corresponding to specific physical attributes. I.e., to be true, an effect must be not only logically but *topologically* contained by the cause; to inherit properties determined by an antecedent event, objects involved in consequent events must appear within its logical *and* spatiotemporal image. In short, logic equals spacetime topology.

This 2VL rule, which governs the relationship between the *Space-Time-Object* and *Logico-Mathematical subsyntaxes* of the HCS, follows from the dual relationship between set theory and semantics, whereby predicating *membership in a set* corresponds to attributing a *property* defined on or defining the set. The property is a “qualitative space” topologically containing that to which it is logically attributed. Since the laws of nature could not apply if the sets that contain their arguments and the properties that serve as their parameters were not mutually present at the place and time of application, and since QM blurs the point of application into a region of distributive spacetime potential, events governed by natural laws must occur within a region of spacetime over which their parameters are distributed.

Conspansive domains interpenetrate against the background of past events at the inner expansion rate c, defined as the maximum ratio of distance to duration by the current scaling, and recollapse through quantum interaction. Conspansion thus defines a kind of “absolute time” metering and safeguarding causality. Interpenetration of conspansive domains, which involves a special logical operation called *unisection* (distributed intersection) combining aspects of the set-theoretic operations *union* and *intersection*, creates an infocognitive relation of sufficiently high order to effect quantum collapse. Output is selectively determined by ESP interference and reinforcement within and among metrical layers.

Because self-configurative spacetime grammar is conspansive by necessity, the universe is necessarily subject to a requantizative “accelerative force” that causes its apparent expansion. The force in question, which Einstein symbolized by the *cosmological constant* lambda, is all but inexplicable in any nonconspansive model; that no such model can cogently explain it is why he later relented and described lambda as “the greatest blunder of his career”. By contrast, the CTMU requires it as a necessary mechanism of SCSPL grammar. Thus, recent experimental evidence – in particular, recently-acquired data on high-redshift Type Ia supernovae that seem to imply the existence of such a force – may be regarded as powerful (if still tentative) empirical confirmation of the CTMU.

**Metrical Layering**

In a conspansive universe, the spacetime metric undergoes constant rescaling. Whereas Einstein required a generalization of Cartesian space embodying higher-order geometric properties like spacetime curvature, conspansion requires a yet higher order of generalization in which even relativistic properties, e.g. spacetime curvature inhering in the gravitational field, can be progressively rescaled. Where physical fields of force control or *program* dynamical geometry, and programming is logically stratified as in NeST, fields become layered stacks of parallel distributive programming that decompose into *field strata* (conspansive layers) related by an intrinsic requantization function inhering in, and logically inherited from, the most primitive and connective layer of the stack. This "storage process" by which infocognitive spacetime records its logical history is called *metrical layering* (note that since storage is effected by inner-expansive domains which are internally atemporal, this is to some extent a misnomer reflecting weaknesses in standard models of computation).

The metrical layering concept does not involve complicated reasoning. It suffices to note that *distributed* (as in “event images are outwardly distributed in layers of parallel computation by inner expansion”) effectively means “of 0 intrinsic diameter” with respect to the distributed attribute. If an attribute corresponding to a logical relation of any order is distributed over a mathematical or physical domain, then interior points of the domain are undifferentiated with respect to it, and it need not be transmitted among them. Where space and time exist only with respect to logical distinctions among attributes, metrical differentiation can occur within inner-expansive domains (IEDs) only upon the introduction of *consequent* attributes relative to which position is redefined in an overlying metrical layer, and what we usually call “the metric” is a function of the total relationship among all layers.

The spacetime metric thus amounts to a Venn-diagrammatic conspansive history in which every conspansive domain (lightcone cross section, Venn sphere) has *virtual 0 diameter* with respect to distributed attributes, despite apparent nonzero diameter with respect to metrical relations among subsequent events. What appears to be nonlocal transmission of information can thus seem to occur. Nevertheless, the CTMU is a localistic theory in every sense of the word; information is never exchanged “faster than conspansion”, i.e. faster than light (the CTMU’s unique explanation of quantum nonlocality within a localistic model is what entitles it to call itself a consistent “extension” of relativity theory, to which the *locality principle* is fundamental).

Metrical layering lets neo-Cartesian spacetime interface with predicate logic in such a way that in addition to the set of “localistic” spacetime intervals riding atop the stack (and subject to relativistic variation in space and time measurements), there exists an underlying predicate logic of spatiotemporal contents obeying a different kind of metric. Spacetime thus becomes a logical constructreflecting the logical evolution of that which it models, thereby extending the Lorentz-Minkowski-Einstein generalization of Cartesian space. Graphically, the CTMU places a logical, stratified computational construction on spacetime, implants a conspansive requantization function in its deepest, most distributive layer of logic (or highest, most parallel level of computation), and rotates the spacetime diagram depicting the dynamical history of the universe by 90° along the space axes. Thus, one perceives the model’s evolution as a conspansive overlay of physically-parametrized Venn diagrams directly through the time (SCSPL grammar) axis rather than through an extraneous z axis artificially separating theorist from diagram. The cognition of the modeler – his or her perceptual internalization of the model – is thereby identified with cosmic time, and *infocognitive closure* occurs as the model absorbs the modeler in the act of absorbing the model.

To make things even simpler: the CTMU equates *reality* to *logic*, *logic* to *mind*, and (by transitivity of equality) *reality* to *mind*. Then it makes a big Venn diagram out of all three, assigns appropriate logical and mathematical functions to the diagram, and deduces implications in light of empirical data. A little reflection reveals that it would be hard to imagine a simpler or more logical theory of reality.

**The CTMU and Quantum Theory**

The microscopic implications of conspansion are in remarkable accord with basic physical criteria. In a self-distributed (perfectly self-similar) universe, every event should mirror the event that creates the universe itself. In terms of an implosive inversion of the standard (Big Bang) model, this means that every event should to some extent mirror the primal event consisting of a condensation of Higgs energy distributing elementary particles and their quantum attributes, including mass and relative velocity, throughout the universe. To borrow from evolutionary biology, spacetime ontogeny recapitulates cosmic phylogeny; every part of the universe should repeat the formative process of the universe itself.

Thus, just as the initial collapse of the quantum wavefunction (QWF) of the causally self-contained universe is internal to the universe, the requantizative occurrence of each subsequent event is topologically internal to that event, and the cause spatially contains the effect. The implications regarding quantum nonlocality are clear. No longer must information propagate at superluminal velocity between spin-correlated particles; instead, the information required for (e.g.) spin conservation is distributed over their joint ancestral IED…the virtual 0-diameter spatiotemporal image of the event that spawned both particles as a correlated ensemble. The internal parallelism of this domain – the fact that neither distance nor duration can bind within it – short-circuits spatiotemporal transmission on a logical level. A kind of “logical superconductor”, the domain offers no resistance across the gap between correlated particles; in fact, the “gap” does not exist! Computations on the domain’s distributive logical relations are as perfectly self-distributed as the relations themselves.

Equivalently, any valid logical description of spacetime has a property called *hology*, whereby the logical structure of the NeST universal automaton – that is, logic in its entirety - distributes over spacetime at all scales along with the automaton itself. Notice the etymological resemblance of hology to *holography*, a term used by physicist David Bohm to describe his own primitive nonlocal interpretation of QM. The difference: while Bohm’s *Pilot Wave* Theory was unclear on the exact nature of the "implicate order" forced by quantum nonlocality on the universe - an implicate order inevitably associated with conspansion - the CTMU answers this question in a way that satisfies Bell's theorem with no messy dichotomy between classical and quantum reality. Indeed, the CTMU is a true localistic theory in which nothing outruns the conspansive mechanism of light propagation.

The implications of conspansion for quantum physics as a whole, including wavefunction collapse and entanglement, are similarly obvious. No less gratifying is the fact that the nondeterministic computations posited in abstract computer science are largely indistinguishable from what occurs in QWF collapse, where just one possibility out of many is inexplicably realized (while the CTMU offers an explanation called the *Extended Superposition Principle* or ESP, standard physics contains no comparable principle). In conspansive spacetime, time itself becomes a process of wave-particle dualization mirroring the expansive and collapsative stages of SCSPL grammar, embodying the recursive syntactic relationship of space, time and object.

There is no alternative to conspansion as an explanation of quantum nonlocality. Any nonconspansive, classically-oriented explanation would require that one of the following three principles be broken: the principle of *realism*, which holds that patterns among phenomena exist independently of particular observations; the principle of *induction*, whereby such patterns are imputed to orderly causes; and the principle of *locality*, which says that nothing travels faster than light. The CTMU, on the other hand, preserves these principles by distributing generalized observation over reality in the form of generalized cognition; making classical causation a stable function of distributed SCSPL grammar; and ensuring by its structure that no law of physics requires faster-than-light communication. So if basic tenets of science are to be upheld, Bell’s theorem must be taken to imply the CTMU.

As previously described, if the conspanding universe were projected in an internal plane, its evolution would look like ripples (infocognitive events) spreading outward on the surface of a pond, with new ripples starting in the intersects of their immediate ancestors. Just as in the pond, old ripples continue to spread outward in ever-deeper layers, carrying their virtual 0 diameters along with them. This is why we can collapse the past history of a cosmic particle by observing it in the present, and why, as surely as Newcomb’s demon, we can determine the past through regressive metric layers corresponding to a rising sequence of NeST strata leading to the stratum corresponding to the particle’s last determinant event. The deeper and farther back in time we regress, the higher and more comprehensive the level of NeST that we reach, until finally, like John Wheeler himself, we achieve “observer participation” in the highest, most parallelized level of NeST...the level corresponding to the very birth of reality.

**Appendix A**

Analysis is based on the concept of the derivative, an "instantaneous (rate of) change". Because an "instant" is durationless (of 0 extent) while a "change" is not, this is an oxymoron. Cauchy and Weierstrass tried to resolve this paradox with the concept of "limits"; they failed. This led to the discovery of nonstandard analysis by Abraham Robinson. The CTMU incorporates a conspansive extension of nonstandard analysis in which infinitesimal elements of the hyperreal numbers of NSA are interpreted as having internal structure, i.e. as having nonzero internal extent. Because they are defined as being indistinguishable from 0 in the real numbers Rn, i.e. the real subset of the hyperreals Hn, this permits us to speak of an "instantaneous rate of change"; while the "instant" in question is of 0 external extent in Rn, it is of nonzero internal extent in Hn. Thus, in taking the derivative of (e.g.) x2, both sides of the equation

**D**y/**D**x = 2x + **D**x

(where **D** = "delta" = a generic increment) are nonzero, simultaneous and in balance. That is, we can take **D**x to 0 in Rn and drop it on the right with no loss of precision while avoiding a division by 0 on the left. More generally, the generic equation

lim**D**x**Î**H**®**0**Î**R**D**y/**D**x = lim**D**x**Î**H**®**0**Î**R[f(x +**D**x) - f(x)]/**D**x

no longer involves a forbidden "division by 0"; the division takes place in H, while the zeroing-out of **D**x takes place in R. H and R, respectively "inside" and "outside" the limit and thus associated with the limit and the approach thereto, are model-theoretically identified with the two phases of the conspansion process L-sim and L-out, as conventionally related by wave-particle duality. This leads to the CTMU "Sum Over Futures" (SOF) interpretation of quantum mechanics, incorporating an Extended Superposition Principle (ESP) under the guidance of the CTMU Telic Principle, which asserts that the universe is intrinsically self-configuring.

In this new CTMU extension of nonstandard analysis, the universe can have an undefined ("virtually 0") external extent while internally being a "conspansively differentiable manifold". This, of course, describes a true intrinsic geometry incorporating intrinsic time as well as intrinsic space; so much for relativity theory. In providing a unified foundation for mathematics, the CTMU incorporates complementary extensions of logic, set theory and algebra. Because physics is a blend of perception (observation and experiment) and mathematics, providing mathematics with a unified foundation (by interpreting it in a unified physical reality) also provides physics with a unified foundation (by interpreting it in a unified mathematical reality). Thus, by conspansive duality, math and physics are recursively united in a dual-aspect reality wherein they fill mutually foundational roles.

[If you want to know more about how the CTMU is derived using logic and set theory, check out these on-line papers:

[- On Absolute Truth](http://www.megafoundation.org/CTMU/Articles/OnAbsoluteTruth.html)

[- Introduction to the CTMU](http://www.megafoundation.org/CTMU/Articles/IntroCTMU.htm)

[- CTMU: A New Kind of Reality Theory](http://www.megafoundation.org/CTMU/Articles/Langan_CTMU_092902.pdf) (pdf)

I'm currently working on additional papers.]

**Appendix** **B**

Because the value of R can only be theoretically approximated, using R or even R-1 to describe requantization makes it appear that we are simply using one theory to justify another. But the R-to-R-1 inversion comes with an addition of *logical structure*, and it is this additional structure that enables us to define a high-level physical process, *conspansion*, that opposes gravity and explains accelerating redshift. Conspansive requantization is uniform at all scales and can be seen as a function of the entire universe or of individual quanta; every part of the universe is grammatically substituted, or injectively mapped, into an image of its former self…an image endowed with computational functionability. To understand this, we must take a look at standard cosmology.

Standard cosmology views cosmic expansion in terms of a model called ERSU, the *Expanding Rubber Sheet Universe*. For present purposes, it is sufficient to consider a simplified 2-spheric ERSU whose objects and observers are confined to its expanding 2-dimensional surface. In ERSU, the sizes of material objects remain constant while space expands like an inflating balloon (if objects grew at the rate of space itself, expansion could not be detected). At the same time, spatial distances among comoving objects free of peculiar motions remain fixed with respect any global comoving coordinate system; in this sense, the mutual rescaling of matter and space is symmetric. But either way, the space occupied by an object is considered to “stretch” without the object *itself* being stretched.

Aside from being paradoxical on its face, this violates the basic premise of the pure geometrodynamic view of physical reality, which ultimately implies that matter is “space in motion relative to itself”. If we nevertheless adhere to ERSU and the Standard Model, the expansion rate (prior to gravitational opposition) is constant when expressed in terms of material dimensions, i.e., with respect to the original scale of the universe relative to which objects remain constant in size. For example, if ERSU expansion were to be viewed as an outward layering process in which the top layer is “now”, the factor of linear expansion relating successive layers would be the quotient of their circumferences. Because object size is static, so is the cosmic time scale when expressed in terms of basic physical processes; at any stage of cosmic evolution, time is scaled exactly as it was in the beginning.

The idea behind the CTMU is to use advanced logic, algebra and computation theory to give spacetime a stratified computational or cognitive structure that lets ERSU be “inverted” and ERSU paradoxes resolved. To glimpse how this is done, just look at the ERSU balloon from the inside instead of the outside. Now imagine that its size remains constant as thin, transparent layers of parallel distributed computation grow inward, and that as objects are carried towards the center by each newly-created layer, they are proportionately resized. Instead of the universe expanding relative to objects whose sizes remain constant, the size of the universe remains constant and *objects* do the shrinking…along with any time scale expressed in terms of basic physical processes defined on those objects. Now imagine that as objects and time scales remain in their shrunken state, layers become infinitesimally thin and recede outward, with newer levels of space becoming “denser” relative to older ones and older levels becoming “stretched” relative to newer ones. In the older layers, light – which propagates in the form of a distributed parallel computation – “retroactively” slows down as it is forced to travel through more densely-quantized overlying layers.

To let ourselves keep easy track of the distinction, we will give the ERSU and inverted-ERSU models opposite spellings. I.e., inverted-ERSU will become *USRE*. This turns out to be meaningful as well as convenient, for there happens to be an apt descriptive phrase for which USRE is acronymic: *the Universe as a Self-Representational Entity*. This phrase is consistent with the idea that the universe is a self-creative, internally-iterated computational endomorphism.

It is important to be clear on the relationship between space and time in USRE. The laws of physics are generally expressed as differential equations describing physical processes in terms of other physical processes incorporating material dimensions. When time appears in such an equation, its units are understood to correspond to basic physical processes defined on the sizes of physical objects. Thus, any rescaling of objects must be accompanied by an appropriate rescaling of time if the laws of physics are to be preserved. Where the material contents of spacetime behave in perfect accord with the medium they occupy, they contract as spacetime is requantized, and in order for the laws of physics to remain constant, time must contract apace.

E.g., if at any point it takes n time units for light to cross the diameter of a proton, it must take the same number of units at any later juncture. If the proton contracts in the interval, the time scale must contract accordingly, and the speed and wavelength of newly-emitted light must diminish relative to former values to maintain the proper distribution of frequencies. But meanwhile, light already in transit slows down due to the distributed “stretching” of its deeper layer of space, i.e., the superimposition of more densely-quantized layers. Since its wavelength is fixed with respect to its own comoving scale (and that of the universe as a whole), wavelength rises and frequency falls relative to newer, denser scales.

Complementary recalibration of space and time scales accounts for cosmic redshift in the USRE model. But on a deeper level, the explanation lies in the nature of space and time themselves. In ERSU, time acts externally on space, stretching and deforming it against an unspecified background and transferring its content from point to point by virtual osmosis. But in USRE, time and motion are implemented wholly *within* the spatial locales to which they apply. Thus, if cosmic redshift data indicate that “expansion accelerates” in ERSU, the inverse USRE formulation says that *spacetime requantization* accelerates with respect to the iteration of a constant fractional multiplier…and that meanwhile, inner expansion undergoes a complementary "deceleration" relative to the invariant size of the universe. In this way, the two phases of conspansion work together to preserve the laws of nature.

The crux: as ERSU expands and the cosmological scaling factor R rises, the USRE inverse scaling factor 1/R falls (this factor is expressed elsewhere in a time-independent form r). As ERSU swells and light waves get longer and lower in frequency, USRE quanta shrink with like results. In either model, the speed of light falls with respect to any global comoving coordinate system; cn/c0 = R0/Rn = Rn-1/R0-1 (the idea that *c* is an “absolute constant” in ERSU is oversimplistic; like material dimensions, the speed of light can be seen to change with respect to comoving space in cosmological time). But only in USRE does the whole process become a distributed logico-mathematical endomorphism effected *in situ* by the universe itself…a true local implementation of physical law rather than a merely localistic transfer of content based on a disjunction of space and logic. The point is to preserve valid ERSU relationships while changing their *interpretations* so as to resolve paradoxes of ERSU cosmology and physics.

In *Noesis*/ECE 139, it was remarked that if the universe were projected on an internal plane, spacetime evolution would resemble spreading ripples on the surface of a pond, with new ripples starting in the intersects of old ones. Ripples represent events, or nomological (SCSPL-syntactic) combinations of material objects implicit as ensembles of distributed properties (quantum numbers). Now we see that outer (subsurface) ripples become internally dilated as distances shorten and time accelerates within new ripples generated on the surface.

CTMU monism says that the universe consists of one “dual-aspect” substance, *infocognition*, created by internal feedback within an even more basic (one-aspect) substance called *telesis*. That everything in the universe can manifest itself as either information or cognition (and on combined scales, as both) can easily be confirmed by the human experience of personal consciousness, in which the self exists as *information* to its own *cognition*…i.e., as an object or relation subject to its own temporal processing. If certain irrelevant constraints distinguishing a human brain from other kinds of object are dropped, information and cognition become identical to *spatial relations* and *time*.

In a composite object (like a brain) consisting of multiple parts, the dual aspects of infocognition become crowded together in spacetime. But in the quantum realm, this “monic duality” takes the form of an alternation basic to the evolution of spacetime itself. This alternation usually goes by the name of *wave-particle duality*, and refers to the inner-expansive and collapsative phases of the quantum wave function. Where ripples represent the expansive (or cognitive) phase, and their collapsation into new events determines the informational phase, the above reasoning can be expressed as follows: as the infocognitive universe evolves, the absolute rate of spatiotemporal cognition cn at time n, as measured in absolute (conserved) units of spacetime, is inversely proportional to the absolute information density Rn/R0 of typical physical systems...i.e., to the concentration of locally-processed physical information. As light slows down, more SCSPL-grammatical (generalized cognitive) steps are performed per unit of absolute distance traversed. So with respect to meaningful content, the universe remains steady in the process of self-creation.

# CTMU Q and A

**Q**: Chris, I'm not a mathematician or physicist by any stretch, but I am a curious person and would like to know more about the **CTMU** (Cognitive-Theoretic Model of the Universe). I am particularly interested in the theological aspects. Can you please explain what the **CTMU** is all about in language that even I can understand?

**A**: Thanks for your interest, but the truth is the **CTMU** isn't all that difficult for even a layperson to understand. So sit back, relax, kick off your shoes and open your mind…

Scientific theories are ***mental*** constructs that have ***objective reality*** as their content. According to the scientific method, science puts objective content first, letting theories be determined by observation. But the phrase "a theory of reality" contains two key nouns,***theory*** and ***reality***, and science is really about both. Because all theories have certain necessary logical properties that are abstract and mathematical, and therefore independent of observation - it is these very properties that let us recognize and understand our world in conceptual terms - we could just as well start with these properties and see what they might tell us about objective reality. Just as scientific observation makes demands on theories, the logic of theories makes demands on scientific observation, and these demands tell us in a general way what we may observe about the universe.

In other words, a comprehensive theory of reality is not just about observation, but about theories and their logical requirements. Since theories are mental constructs, and ***mental*** means "of the mind", this can be rephrased as follows: ***mind***and***reality*** are linked in mutual dependence at the most basic level of understanding. This linkage of mind and reality is what a **TOE** (Theory of Everything) is really about. The **CTMU** is such a theory; instead of being a mathematical description of specific observations (like all established scientific theories), it is a "metatheory" about the general relationship between theories and observations…i.e., about science or knowledge itself. Thus, it can credibly lay claim to the title of **TOE**.

Mind and reality - the abstract and the concrete, the subjective and the objective, the internal and the external - are linked together in a certain way, and this linkage is the real substance of "reality theory". Just as scientific observation determines theories, the logical requirements of theories to some extent determine scientific observation. Since reality always has the ability to surprise us, the task of scientific observation can never be completed with absolute certainty, and this means that a comprehensive theory of reality cannot be based on scientific observation alone. Instead, it must be based on the process of making scientific observations in general, and this process is based on the relationship of mind and reality. So the **CTMU** is essentially ***a theory of the relationship between mind and reality***.

In explaining this relationship, the **CTMU** shows that reality possesses a complex property akin to ***self-awareness***. That is, just as the mind is real, reality is in some respects like a mind. But when we attempt to answer the obvious question "***whose*** mind?", the answer turns out to be a mathematical and scientific definition of God. This implies that we all exist in what can be called "the Mind of God", and that our individual minds are parts of God's Mind. They are not as powerful as God's Mind, for they are only parts thereof; yet, they are directly connected to the greatest source of knowledge and power that exists. This connection of our minds to the Mind of God, which is like the connection of parts to a whole, is what we sometimes call the ***soul*** or ***spirit***, and it is the most crucial and essential part of being human.

Thus, the attempt to formulate a comprehensive theory of reality, the **CTMU**, finally leads to spiritual understanding, producing a basis for the unification of science and theology. The traditional Cartesian divider between body and mind, science and spirituality, is penetrated by logical reasoning of a higher order than ordinary scientific reasoning, but no less scientific than any other kind of mathematical truth. Accordingly, it serves as the long-awaited gateway between science and humanism, a bridge of reason over what has long seemed an impassable gulf.

**Q**: Hey Chris, what's your take on the theory of [Max Tegmark](http://www.hep.upenn.edu/~max/toe.html), physicist at the Institute for Advanced Study at Princeton. He has a paper on the web which postulates that universes exist physically for all conceivable mathematical structures. Is it as "wacky" as he postulates?

**A**: Since Max claims to be on the fast track to a TOE of his own, I just thought I'd offer a few remarks about his approach, and point out a few of the ways in which it differs from that of the [CTMU](http://www.megafoundation.org/CTMU.html).

Many of us are familiar with the **Anthropic Principle** of cosmology (the AP) and Everett's **Many Worlds** (MW) interpretation of quantum theory. These ideas have something in common: each is an attempt to make a philosophical problem disappear by what amounts to Wittgensteinian semantic adjustment, i.e., by a convenient redefinition of certain key ingredients. Specifically, MW attempts to circumvent the quantum measurement problem - the decoherence of the quantum wave function - by redefining every quantum event as a divergence of universes, shifting the question "what happens to the unrealized possible results of a measurement when one possibility is exclusively actualized?" to "why can we not *perceive* the actualizations of these other possible results?", while the AP shifts the question "why does the universe exist?" to "why is this particular universe *perceived* to exist?" Both MW and the AP thus shift attention away from objective reality by focusing on the subjective *perception* of objective reality, thereby invoking the distinction between *subjectivity* and *objectivity* (what usually goes unstated is that mainstream physical and mathematical science have traditionally recognized only the objective side of this distinction, sweeping the other side under the rug whenever possible).

Perhaps intuiting the MW-AP connection, Max Tegmark (formerly at the Institute of Advanced Studies at Princeton) has effectively combined these two ideas and tried to shift the focus back into the objective domain. First, noting that MW is usually considered to involve only those universes that share our laws of physics (but which differ in the initial and subsequent conditions to which those laws are applied), Tegmark extends MW to include other universes with other sets of physical laws, noting that since these sets of laws are mathematical in nature, they must correspond to mathematical structures...abstract structures that we can investigate right here in this universe. And that, he says, may explain why this universe is perceived to exist: the conditions for the evolution of perceptual entities may simply be the mean of a distribution generated by distinct physical nomologies corresponding to these mathematical structures. In other words, the conditions for the existence of "self-aware substructures" (perceptual life forms) may simply be the most likely conditions within the distribution of all possible universes. And since the latter distribution corresponds to the set of mathematical structures in *this* universe, the hypothesis can be tested right here by mathematical physicists.

Of course, Tegmark's attempt at a TOE leaves unanswered a number of deep philosophical questions. First, what good does it do to "anthropically" explain this universe in terms of an MW metauniverse unless one can explain where the *metauniverse* came from? What is supposed to prevent an informationally barren infinite regress of universes within metauniverses within meta-metauniverses..., and so on? Second, what good is such a theory unless it contains the means to resolve outstanding paradoxes bedeviling physics and cosmology - paradoxes like quantum nonlocality, *ex nihilo* cosmology, the arrow of time, and so forth? Third, what is the true relationship between mathematics and physics, that one can simply identify sets of physical laws with mathematical structures? It's fine to say that physics comes from mathematics, but then where does *mathematics* come from? Fourth, where are the mathematical tools for dealing with the apparently ultra-complex problem of computing the probability distribution of universes from the set of all mathematical structures, including those yet to be discovered? Fifth, what is the real relationship between subjective and objective reality, on which distinction both Many Worlds and the Anthropic Principle are ultimately based? (Et cetera.)

Since one could go on for pages, it seems a little premature to be calling Tegmark's theory a TOE (or even a reasonable TOE precursor). And although I 'm not saying that his theory contains nothing of value, I'm a bit puzzled by the absence of any mention of certain obvious mathematical ingredients. For example, *topos theory* deals with *topoi*, or so-called "mathematical universes" consisting of mathematical categories (mapping algebras) equipped not only with the objects and morphisms possessed by categories in general, but special logics permitting the assignment of truth values to various superficially nonalgebraic (e.g. "physical") expressions involving the objects. Why would any "TOE" purporting to equate physical universes to mathematical structures omit at least cursory mention of an existing theory that seems to be tailor-made for just such a hypothesis? This in itself suggests a certain amount of oversight. Tegmark may have a few good ideas knocking around upstairs, but on the basis of what his theory omits, one can't avoid the impression that he's merely skirting the boundary of a real TOE.

In contrast, the CTMU deals directly with the outstanding paradoxes and fundamental interrelationship of mathematics and physics. Unlike other TOEs, the CTMU does not purport to be a "complete" theory; there are too many physical details and undecidable mathematical theorems to be accounted for (enough to occupy whole future generations of mathematicians and scientists), and merely stating a hypothetical relationship among families of subatomic particles is only a small part of the explanatory task before us. Instead, the CTMU is merely designed to be consistent and comprehensive at a high level of generality, a level above that at which most other TOEs are prematurely aimed.

The good news is that a new model of physical spacetime, and thus a whole new context for addressing the usual round of quantum cosmological problems, has emerged from the CTMU's direct attack on deeper philosophical issues.

**Q**: Einstein says that gravity is a result of "mass-energy" causing a curvature in the four dimensional space time continuum. At the planck scale, (10^(-33)) centimeters, is space still continuous?, or is space discontinuous? I have read books saying space time may have holes or breaks in continuity. Are these holes related in any way to "gravitons", or reverse time causality? (Question from Russell Rierson)

**A**: A mathematical space is continuous if it has a metric that withstands infinitesimal subdivision. To understand what this means, one must know what a "metric" is. Simplistically, a metric is just a general "distance" relationship defined on a space as follows: if a and b are two points in a space, and c is an arbitrary third point, then the distance between a and b is always less than or equal to the sum of the distances between a and c, and b and c. That is, where d(x,y) is the distance between two points x and y,

d(a,b) <= d(a,c) + d(b,c).

If this relationship continues to hold no matter how close together the points a, b and c might be, then the space is continuous. On the other hand, where the distance concept is undefined below a certain threshold, metric continuity breaks down on that scale. Since the Planck limit is such a threshold, space is discontinuous below the Planck scale...implying, of course, that it is discontinuous, period. Not only is it "granular" in a slippery kind of way, but the grains in question are effectively without spatial extent.

Because space and time are undefined below quantum limits, they no longer have extensionality or directionality. But if we interpret this to mean that anything, including causality, can "flow" in any direction whatsoever, then reverse causality is conceivable on sub-Planck scales. In fact, some theorists conjecture that on these scales, continuous spacetime becomes a chaotic "quantum foam" in which distant parts of the universe are randomly connected by microscopic "wormholes". That's pretty much the party line among physicists.

Now let's bring philosophy to bear on the issue. At one time, space was considered to consist of "ether", a quasimaterial "substance" through which physical objects were thought to swim like fish through water. But since the introduction of Einstein's Theory of Relativity, nothing material remains of empty space; although it is permeated by fields and "vacuum energy", these are merely contained by space and are not equivalent to space itself. Space has instead become a mathematical abstraction called a "tensor field" that confers relative attributes like location, direction, orientation, distance, linear and angular velocity, and geometry on physical objects and energy fields. Because empty space, as abstracted from its contents, cannot be observed and has no observable effect on anything, it is not "physical" in the usual sense.

That which is immaterial is abstract, and abstraction is a mental process that "abstracts" or educes general relationships from observations. So from a philosophical viewpoint, saying that space is immaterial and therefore abstract amounts to saying that it is "mental"...that it is to some extent composed of mind rather than matter. Although this runs against the scientific grain, it is consistent with our dominant physical theories of the very large and the very small, namely relativity and quantum mechanics. In relativity, space and time are combined in an abstract manifold called "spacetime" whose "points" are physical events that can be resolved in terms of mutual behavioral transduction of material objects, a process fundamentally similar to mentation. And quantum mechanics characterizes matter in terms of abstract, immaterial wave functions that are physically actualized by interactions of an equally immaterial nature.

What does this mean regarding the continuity of spacetime? Simply that like spacetime itself, continuity and its quantum-scale breakdown are essentially mental rather than material in character. As Berkeley observed centuries ago, reality is ultimately perceptual, and as we know from the subsequent debate between Hume and Kant, perception conforms to mental categories... categories like space and time. So rather than being purely objective and "physical" in a materialistic sense, space has a subjective aspect reflecting the profoundly mental nature of our reality.

Gravitons, though subject to some of the same reasoning, are another matter.

**Q**: Does the CTMU allow for the existence of souls and reincarnation?

**A**: From the CTMU, there emerge multiple levels of consciousness. Human temporal consciousness is the level with which we're familiar; global (parallel) consciousness is that of the universe as a whole. The soul is the connection between the two...the embedment of the former in the latter.

In the CTMU, reality is viewed as a profoundly self-contained, self-referential kind of "language", and languages have syntaxes. Because self-reference is an abstract generalization of consciousness - consciousness is the attribute by virtue of which we possess self-awareness - conscious agents are "sublanguages" possessing their own cognitive syntaxes. Now, global consciousness is based on a complete cognitive syntax in which our own incomplete syntax can be embedded, and this makes human consciousness transparent to it; in contrast, our ability to access the global level is restricted due to our syntactic limitations.

Thus, while we are transparent to the global syntax of the global conscious agency "God", we cannot see everything that God can see. Whereas God perceives one total act of creation in a parallel distributed fashion, with everything in perfect superposition, we are localized in spacetime and perceive reality only in a succession of locally creative moments. This parallelism has powerful implications. When a human being dies, his entire history remains embedded in the timeless level of consciousness...the Deic level. In that sense, he or she is preserved by virtue of his or her "soul". And since the universe is a self-refining entity, that which is teleologically valid in the informational construct called "you" may be locally re-injected or redistributed in spacetime. In principle, this could be a recombinative process, with the essences of many people combining in a set of local injections or "reincarnations" (this could lead to strange effects...e.g., a single person remembering simultaneous "past lifetimes").

In addition, an individual human sublanguage might be vectored into an alternate domain dynamically connected to its existence in spacetime. In this scenario, the entity would emerge into an alternate reality based on the interaction between her local level of consciousness and the global level embedding it...i.e., based on the state of her "soul" as just defined. This may be the origin of beliefs regarding heaven, hell, purgatory, limbo and other spiritual realms.

**Q**: If I have interpreted you correctly, you maintain that the universe created itself. How did this come about? What existed before the Universe and when did the Universe create itself or come into being? - Celia Joslyn

**A**: You're asking three distinct but related questions about cosmology: how, when and as what did the universe self-create?

The universe can be described as a cybernetic system in which freedom and constraint are counterbalanced. The constraints function as structure; thus, the laws of physics are constraints which define the structure of spacetime, whereas freedom is that which is bound or logically quantified by the constraints in question. Now, since there is no real time scale external to reality, there is no extrinsic point in time at which the moment of creation can be located, and this invalidates phrases like "before reality existed" and "when reality created itself". So rather than asking "when" the universe came to be, or what existed "before" the universe was born, we must instead ask "what would remain if the structural constraints defining the real universe were regressively suspended?" First, time would gradually disappear, eliminating the "when" question entirely. And once time disappears completely, what remains is the answer to the "what" question: a realm of boundless potential characterized by a total lack of real constraint. In other words, the real universe timelessly emerges from a background of logically unquantified potential to which the concepts of space and time simply do not apply.

Now let's attend to your "how" question. Within a realm of unbound potential like the one from which the universe emerges, everything is possible, and this implies that "everything exists" in the sense of possibility. Some possibilities are self-inconsistent and therefore ontological dead ends; they extinguish themselves in the very attempt to emerge into actuality. But other possibilities are self-consistent and potentially self-configuring by internally defined evolutionary processes. That is, they predicate their own emergence according to their own internal logics, providing their own means and answering their own "hows". These possibilities, which are completely self-contained not only with respect to how, what, and when, but why, have a common structure called SCSPL (Self-Configuring Self-Processing Language). An SCSPL answers its own "why?" question with something called teleology; where SCSPL is "God" to whatever exists within it, teleology amounts to the "Will of God".

**Q**: Is there a reason for reality to exist? Specifically, some mathematical proof that would prove that a reality must exist? This would of course lead in to the more common type of questions, like "Does \*this\* reality exist?" Perhaps there's a mathematical or logical proof somewhere that shows that \*something\* must exist (reality by default), or that total-non-existence can't exist by it's very definition. - Bill

**A**: See the above response to Celia.

**Q**: I think I got clued in by an old Alan Watts text that said (I think) "If you can agree that you are not separated from reality, then you must agree that your 'self'-awareness is also reality's awareness of itself." This is of course continued to "if God exists and cannot be separated from reality, then your awareness is also his awareness of himself, etc etc". I think this approximates some of what you have said, but doesn't require the upper level math(!). - Bill

**A**: If Watts said these things, then he anticipated the CTMU (loosely speaking, of course). But whereas Watts used conditional (if...then) formulations, similar statements are unconditionally supported by certain elements of mathematical structure that he omitted.

**Q**: Given my own self-awareness and inability to separate from reality, \*I\* have no doubt that this reality \*does\* exist (the proof is in the pudding). So while I do not need "proof" that there is a reality, that I am part of that reality, and that my awareness is reality's awareness of itself - I do not know WHY all of this stuff exists (myself included).

If there \*is\* a reason that reality MUST exist, then that would also be the reason that \*I\* exist. Which is probably what I am really wondering. Is the answer that giving myself a reason to exist is the reason for my existence? - Bill

**A**: The first part of your "why" question is answered at the end of the above response to Celia. Since the meaning of life is a topic that has often been claimed by religion, we'll attempt to answer the second part with a bit of CTMU-style "logical theology".

Within each SCSPL system, subsystems sharing critical aspects of global structure will also manifest the self-configuration imperative of their inclusive SCSPL; that is, they exist for the purpose of self-actualization or self-configuration, and in self-configuring, contribute to the Self-configuration of the SCSPL as a whole. Human beings are such subsystems. The "purpose" of their lives, and the "meaning" of their existences, is therefore to self-actualize in a way consistent with global Self-actualization or teleology...i.e., in a way that maximizes global utility, including the utility of their fellow subsystems. Their existential justification is to help the universe, AKA God, express its nature in a positive and Self-beneficial way.

If they do so, then their "souls", or relationships to the overall System ("God"), attain a state of grace and partake of Systemic timelessness ("life eternal"). If, on the other hand, they do not - if they give themselves over to habitual selfishness at the expense of others and the future of their species - then they are teleologically devalued and must repair their connections with the System in order to remain a viable part of it. And if they do even worse, intentionally scarring the teleological ledger with a massive net loss of global utility, then unless they pursue redemption with such sincerety that their intense desire for forgiveness literally purges their souls, they face spiritual interdiction for the sake of teleological integrity.

Such is the economy of human existence. Much of what we have been taught by organized religions is based on the illogical literalization of metaphorical aspects of their respective doctrines. But this much of it is true: we can attain a state of grace; we can draw near to God and partake of His eternal nature; we can fall from God's grace; we can lose our souls for doing evil. In all cases, we are unequivocally answerable to the System that grants and sustains our existence, and doing right by that System and its contents, including other subsystems like ourselves, is why we exist. Sometimes, "doing right" simply means making the best of a bad situation without needlessly propagating one's own misfortune to others; the necessary sufferance and nonpropagation of personal misfortune is also a source of grace. Further deontological insight requires an analysis of teleology and the extraction of its ethical implications.

Now for a couple of qualifiers. Because we are free, the teleologically consistent meaning of our lives is to some extent ours to choose, and is thus partially invested in the search for meaning itself. So the answer to the last part of your question is "yes, determining the details of your specific teleologically-consistent reason to exist is part of the reason for your existence". Secondly, because God is the cosmos and the human mind is a microcosm, we are to some extent our own judges. But this doesn't mean that we can summarily pardon ourselves for all of our sins; it simply means that we help to determine the system according to whose intrinsic criteria our value is ultimately determined. It is important for each of us to accept both of these ethical responsibilities.

**Q**: Humor me, Chris. Why does this work, and why in God's name would someone do this? I'm sending it to you because you know EVERYTHING!!!!! Thanks!!!!

Eleanor Mondale, Southampton, NY

It only takes about a minute.......Work this out as you read. Be sure you don't read the bottom until you've worked it out! This is not one of those waste of time things, it's fun.

1. First of all, pick the number of times a week that you would like to have chocolate. (try for more than once but less than 10)

2. Multiply this number by 2 (Just to be bold)

3. Add 5. (for Sunday)

4. Multiply it by 50 (being a bit stupid) I'll wait while you get the calculator................

5. If you have already had your birthday this year add 1751.... If you haven't, add 1750 ..........

6. Now subtract the four digit year that you were born. (if you remember)

You should have a three digit number .....

The first digit of this was your original number (i.e., how many times you want to have chocolate each week). The next two numbers are your age.

THIS IS THE ONLY YEAR (2001) IT WILL EVER WORK, SO SPREAD IT AROUND WHILE IT LASTS. IMPRESSIVE ISN'T IT?

**A:**  One reason people find this amazing is that it seems to reveal a mysterious mathematical connection between your age and your appetite for chocolate. Otherwise, why would it yield your age even though all you're feeding in is the number of times per week you want to eat chocolate? Shouldn't the randomness of your appetite for chocolate mess up your age? How does your age get in there in the first place? It must happen when you subtract your year of birth. But shouldn't subtracting your year of birth destroy any information regarding your appetite for chocolate?

No. The procedure is structured in such a way that the number you choose simply gets bumped up a couple of place values, where it can't cross wires with the basic age and birth-year arithmetic. To see this, assume that you don't like chocolate and want to eat chocolate 0 times per week...i.e., that your *chocoholic index* is 0. Then what you start with is:

(0 x 2 + 5) x 50 = 5 x 50 = 250.

Now subtract 250 from 2001. What do you get? Presto!

2001 - 250 = 1751

That is, because

250 + 1751 = 2001,

you're simply calculating the current year by adding 1751.

So now we've got the current year, 2001. But what happens when you subtract your year of birth from the current year, provided you've already had your birthday? You get your age! That's how the age and birth-year arithmetic was reverse-engineered.

Now what happens if you start upping your chocoholic index one binge at a time? If you up it from 0 to 1, you get

(1 x 2 + 5)50 = 350

instead of 250, which means you're adding 350 - 250 = 100 to your age. If you up it to 2, you get

(2 x 2 + 5)50 = 450

which means you're adding 450 - 250 = 200 to your age. And so on and so forth. Multiplying your chocoholic index by 2 x 50 = 100 simply moves it up to the 102 (hundreds) place, where it can't affect the 101 and 100 (tens and ones) places containing your age. It's a red herring!

The author of this trick states that it can only be used this year (2001). Is that true? Well, yes and no. It's true as long as we insist on adding the "magic number" 1751. But it's false in the sense that we can update or backdate the trick to any year we like by instead adding a number equal to that year minus 250. For example, next year we'd add 1752, while in the year 2101, we'd add 1851.

What if you want to eat chocolate ten or more times per week? No problem. But in that case, you end up with a number of more than three digits. The 101 and 100 places still contain your two-digit age, while the higher places contain your 2, 3 or n-digit chocoholic index.

Can we change this trick into a new one? Sure! Choose the number of fast-food burgers you want to eat per day - your "Wimpy index" - multiply it by 4, add 12, multiply the result by 25, add 1701 (1700 if you haven't had your birthday yet), subtract your year of birth, and marvel at the results. This is sufficiently close to the old trick that you should be able to see how to cook up as many such tricks as you like. [Note that the product of the first and third numbers equals 100 - that's the multiplier that bumps your Wimpy index up two places - while the fourth number equals the current year minus the product of the second and third numbers.]

Why would someone *do* something like this? It's just a bit of mathematical legerdemain that probably has the person who cooked it up laughing himself (or herself) silly over how gullible, innumerate and greedy for chocolate most of us are!

**Q**: ...a couple of questions about the CTMU:

Christopher Michael Langan said in his introduction following: "Thus, if D(S) contains supraphysical components, they are embedded in S right along with their physical counterparts (indeed, this convention is already in restricted use in string theory and M-theory, where unseen higher dimensions get "rolled up" to sub-Planck diameter)."

If I understood it right, the supraphysical component in string- and M-theory is called supraphysical, because the model does not assume it to be part of the physical universe. Taking on that thought and considering the definition of the REAL UNIVERSE in the CTMU I have to doubt that the supraphysical component is even part of the REAL universe. Does anyone know where my mistake in thought lies?

**A**: As noted by Berkeley, we can know reality only through perception. So our theories of reality necessarily have a perceptual or observational basis. But as noted by Kant, the process of observation has substantial internal complexity; it is a relationship of subject and object with sensory (phenomenal) and cognitive (categorical) components. So reality is at once monic, because uniformly perceptual, and dualistic, because perception has two complementary aspects. Thus, the "dual aspect monism" of the CTMU. Now consider physics. Because physics is governed by the scientific method, it deals exclusively with phenomena. Thus, it effectively diverts attention away from the cognitive, categorical aspect of perceptual reality, without which neither phenomena nor scientific theories could exist. Because physics is irreducibly dualistic and takes the fundamental separation of mind and matter as axiomatic, it cannot provide us with a complete picture of reality. It can tell us only what lies outside the subjective observer, not within.

By definition, reality must contain all that it needs to exist; equivalently, anything on which the existence of reality depends is real by definition (if it were not, then reality would be based on nonreality and would itself be unreal, a semantic contradiction). So attempts to explain reality entirely in terms of physics are paradoxical; reality contains not only the physical, but the abstract machinery of perception and cognition through which "the physical" is perceived and explained. Where this abstract machinery is what we mean by "the supraphysical", reality has physical and supraphysical aspects. Physical and supraphysical reality are respectively "concrete" and "abstract", i.e. material and mental in nature.

The question is, do we continue to try to objectivize the supraphysical component of reality as do the theories of physics, strings and membranes, thus regenerating the paradox? Or do we take the CTMU approach and resolve the paradox, admitting that the supraphysical aspect of reality is "mental" in a generalized sense and describing all components of reality in terms of SCSPL syntactic operators with subjective and objective aspects?

My advice: we take the CTMU approach, relegating the scientific method to the phenomenal side of reality theory - after all, M-theory is beyond the empirical scope of the scientific method already - and recognizing that the universe is everywhere both subjective and objective, rational and empirical, mental and material. Anything else would lead to reductio ad absurdum.

**Q**: Scientists understand how the universe was made. My question is, where did the matter, or the energy which eventually became the matter, come from to form the universe?

Bob Cannarsa, Glen Head, NY

**A**: By definition, there is nothing outside of reality that is real enough to contain reality. So reality is self-contained. A self-contained medium must provide that which is necessary to its own existence. So if energy is necessary for the existence of reality, reality must find that energy within itself. Because matter consists of energy according to Einstein’s famous equation e=mc2, this applies to matter as well. That is, the universe, using its own energy, made its own matter. How could it do this? By configuring itself in such a way that the matter it made would be “recognized” as such by other matter.

**Q**:What came first, the chicken or the egg? Those are your choices...either the chicken or the egg. Any other answer is wrong.

John Harras

**A**: Contrary to popular belief, this age-old dilemma actually has a very straightforward solution. First, you must specify what kind of egg you mean. If you mean “any kind of egg”, then the egg came first (because chickens were preceded on the evolutionary timeline by, for example, egg-laying fish, insects and dinosaurs). If, on the other hand, you mean “a chicken egg”, then you must specify whether this means (a) “an egg laid by a chicken”, (b) “an egg containing a chicken”, or (c) “an egg laid by and containing a chicken”. In cases (a) and (c), the answer is by definition “the chicken” (if the answer were “the egg”, then the egg could not have been laid by a chicken).

In case (b), the usual and most interesting interpretation, the answer is “the egg”. This is because interspecies mutations separating a new species from its parent species occur in reproductive rather than somatic DNA, i.e. in germ cells rather than body cells. (Germ cells include the sperm and egg cells produced in the reproductive tracts of male and female animals respectively.) Since germ cells are merely produced, but not somatically expressed, by the parents of the organism(s) whose biological information they encode, their expression begins in the egg containing the offspring. So the egg contains a chicken, but was not laid by a chicken. (See how easy that was?)

**Q**: My question is this: If you could answer the question what is the mathematical difference between visible light and invisible light, i.e. ultraviolet rays, wouldn't this answer the question concerning the importance of further study into what is defined as physical. After all how do you perceive ultraviolet rays-- as a sunburn or plant growth. Therefore, although not visible there indeed may be other energy forms that coexist right where we are, having an impact on us, without our knowing its source. It is not visibly physical yet its effect on us is very physical.

**A**: Visible and UV light differ in *frequency*, or number of waves transmitted or received per second. Because light always travels at the same speed (c = ~300K km/sec), higher frequency means shorter waves:

lambda = c/frequency (where lambda = wavelength)

I.e., more energetic, higher-frequency light has a smaller *wavelength* than less energetic, lower-frequency light. Unfortunately, the tiny light sensors in our retinas, called *rods* and *cones*, cannot detect short-wavelength UV light.

Your question seems to be this: how can we call UV light “physical” when we cannot directly detect it? The answer is twofold but simple: we can call it “physical” because of (1) its perceptible physical effects on animals, plants, minerals and detection devices, and (2) our need to acknowledge the full definitions and logical implications of our perceptions and concepts.

Answer (2) is why reality is not merely “physical” in the concrete or material sense. In order to exist as a self-consistent perceptible entity, reality must ultimately make logical sense; our perceptions of it must conform to a coherent *cognitive syntax* containing the rules of perception and cognition and incorporating logic. This syntax tells us that if light exists *below* the maximum visible frequency, then in the absence of any extra constraints, it can exist *above* it as well.

Specifically, having identified the physical cause of light to be photon emission by subatomic oscillators called *electrons*, we are compelled to recognize the existence of "light" at whatever frequencies such oscillators may exhibit, right up through X and gamma radiation. The logical component of our cognitive syntax ultimately forces us to define and cross-relate all of the concepts in terms of which we apprehend reality, including light, in a logically consistent way.

**Q**: Hello Chris. I saw you on TV and heard what you had to say about God. I have also read your description of the CTMU. I have had the same thoughts as to our existence in the mind of GOD. I think that the evidence of evolution that exists in the universe has to be linked with creation as a tool. I have only 11.75 years of School and not very high IQ so please excuse the grammar, etc.

**A**: Hi! You don’t need to apologize for the 11.75 years of school – I don’t have much more myself! Regarding evolution and creationism, the linkage is simple: since Biblical accounts of the genesis of our world and species are true but metaphorical, our task is to correctly decipher the metaphor in light of scientific evidence *also* given to us by God. Hence, the CTMU.

**Q**: God said he would reveal his existence (reality) with numbers. Do you see yourself as part of this end time promise?

**A**: If God made such a promise, then one could say that the CTMU is at least a part of its fulfillment. This is because the *number* concept is actually far more general than most people think it is.

At one time, a "number" was a positive integer. As the years passed, new kinds of number were discovered: 0, negative numbers, rational numbers or fractions, irrational numbers that cannot be expressed as fractions, complex numbers, and even transcendental and transfinite or "infinite" numbers. Noting that each kind of number is associated with an algebraic system like a number field, we finally realized that a “number” is any element of an algebraic system. Because the CTMU embodies an algebraic system called SCSPL, it too is “numeric”. And since this system is the basis of a proof of God’s existence, the CTMU might be said to “reveal the existence of God with numbers”.

**Q**: I have read your CTMU and some of the Q & A on the Ubiquity website regarding the CTMU and find it extremely fascinating. Much of the information resonated with many of the things I have been contemplating for the last year (or so). I wanted to know if you had any further writings on the topic especially related to the following areas. (1) The nature of the interaction(s) of the multiple levels of consciousness. (2) The nature of the connection with God via our "souls". Or just in general, the nature of the soul. Is it a more complex syntax in which we are embedded that facilitates this communication with God? Are we all embedded in it? (3) The nature of morality. Do "moral laws" have a basis in reality (loosely speaking). That is, if moral laws are mental constructs, how do the mental constructs of higher levels of consciousness affect the lower levels? That is, how does what "God thinks is right" affect us (lower forms of consciousness)? I realize that, to a degree, the above questions are really all the same, but if you have any essays or thoughts on these matters I would love to hear them.

I have more questions and thoughts but I can save those for later...

**A**: Yes, such writings exist, but they are (as yet) mostly unpublished. Don’t worry, I'll get them out there somehow. As for your specific questions on morality, the following should suffice. In the CTMU, “what God thinks is right” is encapsulated by the *Telic Principle*. This principle, a generalization of the *Cosmological Anthropic Principle*, asserts that by logical necessity, there exists a deic analogue of

human volition called *teleology*.

However, due to the fact that God’s Self-creative freedom is distributed over the universe, i.e. His “Mind”, human volition arising within the universe is free to be locally out of sync with teleology. This requires a set of compensation mechanisms which ensure that teleology remains globally valid despite the localized failure of any individual or species to behave consistently with it. In part, these mechanisms determine the state of your relationship to God, i.e. your *soul*. If you are in harmony with teleology – with the self-realization and self-expression of God – then your soul is in a state of grace. If you are not, then your soul is in danger of interdiction by teleological mechanisms built into the structure of the universe.

**Q**: What does cognition have to do with physics or math? The laws of nature (physics) are not related with perception of those, I think. Animals use those laws better than human without having a single idea what gravity or electricity is. Math is abstract. The laws of nature are discovered, not invented (I study psychology which from my point of view is not science for many reasons, maybe it will be some day). If theories are mental constructs does that mean that gravity (not as a term) exists only as an abstract concept?

**A**: Abstract laws are more general than the concrete, physical matter-and-field systems that obey them. If we divide reality into *the concrete*, and *the abstract but non-concrete*, math falls under the latter heading due to its generality. That is, concrete physical reality *exemplifies* mathematics, but mathematics is *not confined* to any particular physical model; equivalently, the laws of physics are a mere subset of the laws of mathematics. So mathematics inhabits a higher (or alternatively, more basic) level of reality than the material world.

Since the human mind can reason both inductively (from the specific to the general) and deductively (from the general to the specific), it spans both levels. Therefore, mathematics is *mental* as opposed to merely *physical* in nature. Because, as we have just noted, the laws of physics are a mere subset of the laws of mathematics, and because (as you write) the laws of nature are discovered, not invented, physical reality is ultimately mental in character as well. However, although this applies even to gravity, we are corporeally locked into a physical compartment of abstract mental reality within which we are not free to treat gravity as a mere “concept”. This helps explain why we can’t fly by the power of thought alone.

**Q**: In the book "The Age of Spiritual Machines" Ray Kurzweil believes by 2029 humans will live among machines that convincingly claim they are self-aware. How does the CTMU deal with non-biologic consciousness?

**A**: Kurzweil’s prediction implies that within three decades from now, AI machines will be able to pass something called the *Turing Test*, a hypothetical scenario devised by the mathematician and seminal computer scientist Alan Turing. To pass this test, a machine located behind a partition must convince a human interlocutor that it too is "human", i.e. that is possesses "human consciousness".

Since the CTMU shows that a generalized form of self-awareness or *consciousness* distributes over every part of reality, any machine that exhibits self-awareness or explicitly claims to be "conscious" will to some extent be telling the truth (indeed, if your toaster could make such a claim right now, it too would be “telling the truth”, although not in a fully human sense). On the other hand, it is not yet clear whether Kurzweil’s AI-style machine consciousness, though ostensibly of a higher nature than that of your toaster, will be entirely human in character.

# CTMU and God

Q: Chris, what does your theory of reality, the Cognitive-Theoretic Model of the Universe (CTMU), say about God?

A: The CTMU says that God, as embodied by the universe, Self-configures. To do this, He needs two things: (1) active sensors (agents, internal proxies) who can recognize and affect the state of the universe from local internal vantages; (2) a stratified utility function allowing Him and His agents to prefer one possible future over another. Human beings and other intelligent life forms are useful to God on both of these counts. Thus, the first criterion of His development is the possibility, and in fact the inevitability, of their existence.

To understand this, consider an extraordinarily wise child responsible for the development and maintenance of its own body and physiology (because the universe is in the process of self-configuration, we can liken it to a child). To meet this responsibility, the child requires internal sensors that provide information on exactly what is happening deep inside its growing body, preferably at the intracellular level, and that permit feedback. The child further requires that these sensors be able to register the utility of what they detect... whether it is "good" or "bad" from their own local perspectives. That way, the child can

weigh the perceptions and utilities of all of its internal sensors to form overall developmental goals.

In order to meet the Self-configurative goals that it sets (as aggregates of the goals of its sensors), the child has the power to establish internal self-optimizative tendencies that affect the behavior of its internal agents, influencing them to perform such local operations and make such repairs as are necessary for the good of the whole child. To this end, they are equipped with global utility functions, "consciences", that combine with intelligence to make them responsive to the welfare of the whole organism (as opposed to their own individual welfares).

For want of a better name, we can use the term "soul" to describe the channel through which individual and global utility functions are put in consistent mutual contact. This channel permits the sensors to make more informed, more global, and more valid judgments about what is "good" and what is "bad", and gives them the internal strength to do what is good even if it means sacrificing individual utility (because global utility

is an aggregate function of individual utility, serving global utility ultimately makes individuals happier).

Q: I do not see why perception of "the universe" necessitates a link between the perceiver and the perceived. The very fact that one object perceives another seems to necessitate a disunion between them. Can you clarify? - Joshua Freeman

A: Here's a little background on the logical structure of relations. Consider the relation x R y, meaning "object x relates to object y (in such and such a way)". R has two aspects, one predicating the sameness of x and y ("x and y share the property of being relatable by the relation R") and one predicating difference. In other words, although x and y are "different" (at least typographically), R represents a structured set to which x and y both belong, and to that extent, x and y share the same description ("are the same").

Now let's narrow the context. "Perception" refers to a mapping between the mind of the perceiver, which is by definition internal to the perceiver, and some aspect of "external" reality. This perceptual mapping relates the structure of mind to that of reality in a way

amounting to mutual containment: while the mind perceives itself as part of the content of reality, reality is the content of perception. Because the perceptual mapping is a containment mapping, and a containment mapping predicates coincidence, perception predicates coincidence and is therefore a similarity mapping (homomorphism).

So the perceptual similarity mapping "Joshua R Universe", where R denotes perception and mutual containment, is an assertion of similarity regarding Joshua and the Universe.

I hope this helps.

Q: In a vacuum, a train is traveling at the speed of light. The engineer turns on the front lantern. Does he see the light ahead of him (is the light traveling twice the speed of light) or does the light not escape the lantern?

A: First, let’s change “a train is traveling at the speed of light” to the more correct “a train is traveling at almost the speed of light” (due to something called the “relativistic mass increase”, nothing made of matter can be accelerated to the speed of light; it gets too massive and is subject to too much inertia). According to Einstein’s Special

Theory of Relativity, the engineer sees the light beam from his lantern race away from him at the speed of light in the direction of motion of the train. But a relatively stationary observer standing by the tracks sees the light beam inching slowly out in front of a very short, very fast train, again at the speed of light, and the engineer appears to be frozen.

This is because the mutual perceptions of observers in relative motion conform to a mathematical function called the “Lorentz transformation”. Designed to make sure that the speed of light is absolutely the same for everybody, the Lorentz transformation can play weird tricks with space, time and common sense!

Q: I just found out that I only got 125 for my first professional IQ test and I’m very disappointed. Should I be? Btw, I’m 16 years old.

A: First, 125 is a pretty high IQ score. Second, since anyone can have a bad day, that 125 is not necessarily written in stone. Third, Richard Feynman, a Nobelist sometimes ranked with Einstein as one of the two greatest physicists of the 20th century, had just about the same IQ score as you do. Yet, his name was, and is, considered synonymous with

genius (and take my word for it, people are not merely being kind to him in saying that). The score didn't bother him at all; in effect, he congratulated himself for being so brilliant in spite of his "low IQ".

Most important of all, Feynman is not the only example of this. Many powerful thinkers have not scored especially well on IQ tests, which measure only a certain range of intellectual performance factors. My advice would be to hold off on self-judgment until you figure out what your real intellectual strengths are.

Q: The following was given to me on 10/4/99 and to date I remain stumped. I sent it to Marilyn at Parade magazine but did not receive a reply. (I'm beginning to think that it really does not have an answer.) I am giving you the riddle in the exact manner in which I received it, in case there is a clue somewhere that appears to be only a typographical or grammatical error. Here it is:

There are three words in the english language that end in "gry". ONE is angry and the other is hungry. EveryONE knows what the third ONE means and what it stands for. EveryONE uses them everyday, and if you listened very carefully, I've given you the third word. What is it? \_\_\_\_\_ gry? Please help!!!!!!

A: Congratulations for taking into account the possibility that the wording of the riddle might be critical to its solution. Here’s the riddle in its original form. Note the differences, which suggest that it may have been passed on to you by someone who got it wrong or wanted to

mess with your mind.

"Think of words ending in -GRY. Angry and hungry are two of them. There are only three words in the English language. What is the third word? The word is something that everyone uses every day. If you have listened carefully, I have already told you what it is."

When we restore the riddle to its original wording, it becomes clear that the first two sentences are for distraction purposes only. The conditions of solution don’t even begin until sentence number three! If you haven’t figured it out yet, the answer is “language”. That’s the

third word in the phrase “the English language”, and it’s certainly “something that everyone uses every day”. In fact, we’re using it right now!

However, I once used maugry, an obsolete word meaning spite, in a college paper. (It got red-inked.)

# A Dialogic Response to an Atheist

**RFV**: The noun "reality" would seem to have a consensus definition as "all that exists" and the adjective "real" as a distinguishing quality of a particular thus-designated abstraction whose existence is deemed independent of the mind of the subject for whom the so-defined "object" \*seems\* to be \*real\*. I won't bore you with Oxford English or Webster.

My ontological preference would be to set such definitive statements as well as those such as, "The \*Universe\* is real," apart from the Universe itself. These would not be members of a commensurable set, mind you, but merely examples of an infinitude of inane assertions whose truth, falsehood, or undecidability involves logic applied to other statements of the same class. There are many dumb assertions that do not even merit interment in \*real\* phrase cemeteries by \*real\* intellectuals whether true or not; others may be profound but to my mind similarly are totally \*other\* than the Universe itself. Homo Sapiens seem particularly vulnerable to the vanity of ennobling the blather of their vocal cords and cortical folds with some special meaning and in so doing confusing the obvious. How else can one account for Ms. Campbell presuming that Carl Sagan should have been convinced by her flaw of reasoning involving the \*existence\* of "Love" being provable by anecdotes as somehow implying that, therefore, so must the existence of "God." (See for example, my article "Does Love Exist?" on pages 13 and 14 of Gof #85.) An anecdote may of course embody the actuality of a relationship between \*known\* objects (\*real\* or otherwise), any one of which could then prove that such relationships \*occur\* -- even a misinterpretation of which might confirm the argued relation. Is it too subtle to just affirm here, however, that \*objects\* differ in certain salient respects from such \*relations\*? People other than perhaps Jesus (for whom antinomies were often claimed by the ecstatic Gnostic) \*are not\* "love" in the sense of \*being\* Love; no portion of anyone is \*comprised of\* love, and yet of course, we \*do\* love. It's a verb for Christ's sake! Just so, the universe need not (nor ever can) \*be\* (nor yet \*contain\*) love nor any other relation mathematical or emotional in any \*real\* sense in order for the asserted relation to \*occur\*. Is this heavy? I don't think so.

One must start somewhere, of course, with merely \*presumed\* consensus meaning such as what is meant by "exist." However, for a credible TOE (Theory Of Everything - if that is not in itself the most oxymoronic phrase that could ever be uttered),

**CML**: What we seem to have here is a misunderstanding of the nature and expressive power of language. By the mathematical definition of a language, “Everything”, not to mention “Theory of Everything”, is a language. That is, it is a string of characters that has a descriptive meaning, a semantic mapping into the universe of ideas and perceptions. Since a meaningful language can be construed as a theory, “Everything” is a theory.

Of what is “Everything” a theory? Well, let’s see here. “Everything” by definition refers to everything, including…er, *everything*. Therefore, “Everything” is a theory of everything. Granted, there are those who would say that a one-word theory is a poor theory indeed. But value judgments aside, where’s the oxymoron?

The fact is, human minds have the power to formulate one-word characterizations of the universe (indeed, I just used a common one: “universe”). Since (broadly speaking) “to characterize” is “to theorize about”, humans have the power to form one-word theories of reality. The axioms and rules of inference of these microtheories may not be explicit, but they are theories nonetheless. And that’s a good thing, since it can easily be shown that without this ability, humans could not formulate their customary long and involved theories about reality. Since any complex theory can be characterized using a single word or phrase, e.g. “cosmology” or “quantum mechanics”, blocking this universal referential mechanism would effectively block theorization, and because “theorization” characterizes virtually all meaningful cognitive activity, human mentation in general.

Of course, such a blockage may already be in effect over in Fred’s neck of the theoretical woods. If so, I suggest that he break out the old chainsaw and clear the road before making any more of his own attempts at theorization…especially regarding theories of mine with which he disagrees.

**RFV**: …what constitutes "the real," i. e., "everything" that \*is\*, would seem to require some sort of minimal definitions with justifications for nontraditional varieties before we encounter sound bites such as: "…because any real explanation of reality is contained in reality itself, reality gives rise to a paradox unless regarded as an inclusory self-mapping." And again, "…thus, we can speak of time and space as equivalent to cognition and information with respect to the invariant semantic relation processes, as in 'time processes space' and 'cognition processes information'. But when we define reality as a process, we must reformulate containment accordingly." Say what? "Time \*processes\* space?" It is particularly important that definitions be as precise as possible when these seem to differ so considerably from what at least this reader would expect them to entail.

**CML**: Time is change of state, and change of state occurs according to laws of mathematics and physics. The laws of mathematics and physics govern changes of spatial configurations of matter and energy. Therefore, time incorporates laws according to which space is changed or “processed”. That is, the present state of reality is fed into a black box or transducer labeled “laws of temporal transformation” which then returns the next state. The box, AKA time, AKA nomology, is a temporal processor. The structure of the box is the invariant structure of spacetime. That is, spacetime is the history of the temporal processing of one spatial cross-section of reality into the next according to the mathematical and physical laws comprising the transductive syntax of the box. Thus, time, described as a black box, processes space as input and output.

Is this precise enough?

**RFV**: Chris Langan seems quite enchanted by the strange teleological loop of conceiving a universe structured in accordance with consistent \*conceptions\* where these conceptions are thereby deified in a \*real\* sense to the status of reality.

**CML**: “Deified”? Talk about loose semantics. Actually, Kant observed that “objective” phenomenal reality has a mental, i.e. conceptual, component a long time before I did. He was right in the sense that insofar as the mind is that which perceives and theorizes, and insofar as there can be no perception or theorization without the mind, the structure of the mind necessarily intersects with that of phenomenal reality. On the categorical level, this intersection is total; there is no phenomenal disjunction. That’s because by definition, perceptual reality exists entirely within the intersect.

Kant then went on to hedge his bets by postulating the existence of a really, *really* objective “noumenal” reality that exists independently of the mind. However, he did so completely on faith and in violation of logic. For the only reality we can ever know by perception or cognition is phenomenal, and anything “independent” of this phenomenal reality is by definition just that: *independent* of it, i.e. related to it by no causal mapping. In fact, as defined by Kant, pure objective reality is so utterly independent of phenomenal reality that it cannot be considered a part of the same reality at all. Our minds filter it out because its total logical disconnection from our perceptual universe severs any possible perceptual or relational mechanism that might connect it to us.

Fortunately, dropping Kant’s noumenon fallacy leaves the sounder parts of his philosophy, those relating to phenomena, more or less intact. One then has a platform from which to reason about deep reality in such a way that no matter how many layers of “illusion” lie between it and our awareness, we remain logically connected to it.

**RFV**: There is definitely a worthy enchantment here - who, for example, has not in reverie mused concerning the universe in its entirety being constrained by necessity to act in ways determined by the evident relations of its humblest components and that the descriptions of these relations are somehow of extreme significance beyond the mere words and equations used to formulate them. However, in Chris's scheme the \*reality\* of the very words in such statements seems to be guaranteed (if they happen to be true statements), whereas similar, if ultimately non-confirmed statements would seem to be denied the same twinkling with stardust of the \*real\* word hall-of-fame.

**CML**: But that’s not quite what I’ve been saying, is it? What I’ve actually been saying is that our descriptions of “the evident relations of (the) humblest components (of the universe)” are “guaranteed” *only on the syntactic level*. That is, they do not qualify as perceptual input unless they conform to our mental structures - our “cognitive and perceptual syntax” - and this implies that all perceptual input conforms to the laws of mathematics and physics as they exist implicitly in our minds. That’s what I mean when I equate mind and reality *on the syntactic level*; particular theoretical languages can be wrong, but the basic syntactic descriptions of their perceptual contents are true in any case. Indeed, they comprise the basis of perceptual reality. Since the core of the CTMU embodies the tightest implications of the most general logic, it qualifies as “cognitive and perceptual syntax”.

**RFV**: Thus, true descriptions "exist" as a structure of the universe itself and are, therefore, available to be "perceived" in an inverse mapping whereby sentient constituents of the universe may become attuned to the whole enchilada in accordance with their intellectual abilities - this "ultimately giving rise to human perception." Where in turn, "the set of 'laws' obeyed by the universe is just a minimal set of logical relations that suffices to make these perceptions noncontradictory." Of course we can counter such statements - whether willfully or not - but perhaps in so doing we thereby exile ourselves forever (past and future) from reality and the bliss of the presence of the only true and almighty God of King James, "S."

**CML**: “Perhaps”, indeed. Actually, the theological definition hereto referred as “the God of King James” needs a little revision. But with that understanding, Fred’s theological insight will do just nicely!

**RFV**: There are many problems with this, of course. One of which is that in this scheme it would seem to be the intellectually challenged who are the ones endowed with special imaginations capable of envisioning truly original ideas outside the mind of God and that do not, therefore, correspond to (or even exist in) Chris's \*reality\*. They either do not exist at all or only \*seem\* to exist in the surrealistic idyllic limbo of we \*idiots\* who conceive them.

**CML**: Say what? Where did Fred come up with *this*? In fact, since our minds, and every thought they contain, do indeed exist in reality, this makes no sense. I think that Fred’s confusion may devolve to the possibility of thinking not just original ideas, but fantastic ones as well. If so, I assure Fred that a functional brain scan would readily reveal that such thoughts are quite real within the brains of those who think them. What is “irreal” is the assumed veridical mapping of personalized fantasies onto general (perceptual) reality.

Again, we have the distinction between particular theoretic languages, which may indeed be fantastic, and the basic syntactic relations of which they are composed. With respect to ordinary theories, the map is not the terrain; with respect to cognitive and perceptual syntax, it sure as hell is, right up to isomorphism. (By the way, "up to isomorphism" is not an escape clause. Beyond the maximum scope and resolution at which the real universe can internally sustain a syntax ßà content, mind ßà reality, cognition ßà information, time ßà space isomorphism, *there is* no more reality; the isomorphism is the entire basis of the coherence of the real universe! This should readily become apparent to anyone who tries, logically of course, to find an alternative basis.)

But something tells me that I’ve explained all this to Fred before.

**RFV**: Another problem is the basic one involving what constitutes a perception. My seeing a pixel of green via rods, cones and neurons exterior to my brain certainly is a far cry from my having contemplated a \*description\* of a corresponding co-reality and further yet from a cognized statement of a law of physics. What is obvious about the usual definition of perception is that it \*exists\* as the most basic element of reality we know and yet here its very existence seems to hang in the balance of compatibility with some all-inclusive abstraction. The whole perception of the reality of "perceptions" seems to have been hijacked by some contortion of thinking to depend upon a level of reality where poodles and noodles argue differences and similarities rather than just \*being\*. (See Nicholas Bucska's article, "Meta-Questions and mega fallacies" in issue #88 pp.25 -- 26, where he says:

"In nature there is a poodle and a noodle but there is no such thing as a difference between them: the difference is the mental result of an arbitrary mental process performed on abstract objects: our mental images created from our sensory data of real objects."

**CML**: Uh...with all due respect to Nicholas, I’d have to maintain that in nature, there both IS and IS NOT a difference between a poodle and a noodle. That there IS a difference is evident from the fact that nature gives one the power to bark and chew bones, but not the other. That there is NOT a difference is evident (e.g.) from the fact that both have mass and are therefore composed of energy. But this “paradox” is resolved by recognizing that reality is stratified; things are “the same” with respect to shared generalities (“all matter consists of energy”), while they “differ” with respect to distinctive specifics (women perm their hair not to put noodles on their poodles, but to put poodles on their noodles).

In order for perceptual reality to exist, this “mental” stratification must be built into the structure of spacetime. If it were not, then spacetime and its contents would be totally imperceptible and therefore unreal.

**RFV**: Notwithstanding, Chris maintains that, "thus, every axiom and theorem of mathematics can be considered implicit in material syntax and potentially exemplified by an appropriate material pattern, e.g. a firing of cerebral neurons." And again, "so the background has logical ascendancy over derivative matter, and this permits it to have aspects, like the power to enforce consistency, not expressible by localized interactions of compact material objects (i.e., within the bounds of materialism…)." This platonic structure of reality, he clarifies by saying: "…physical reality is embedded in a more general or 'abstract' ideal reality equating to the reality-syntax D(S), and the syntax D(S) is in turn embedded in physical reality. Thus, if D(S) contains supraphysical components, they are embedded in S right along with their physical counterparts (indeed, this convention is already in restricted use in string theory and M-theory, where unseen higher dimensions get 'rolled up' to sub-Planck diameter)," whatever that means.

**CML**: The CTMU property to which Fred is referring here is called “hology”. That’s a logical form of self-similarity in which the structure of an infocognitive system is distributed over the system as self-transductive syntax. [An infocognitive system is a system whose components all simultaneously possess the nature of information and cognition. For example, you (the reader) are internally a cognitive entity, but others perceive you as an informational construct related to your external environment. In a generalized sense, the same applies to inanimate objects; they simultaneously possess intrinsic (subjective) and extrinsic (objective) descriptions that are respectively temporal and spatial in character. That is, the purely intrinsic description of an object, being utterly confined to the object, is a self-description and thus a recursive (temporal, sequential) process, while an extrinsic description specifies the position or meaning of an object *relative to* other objects and thus has a spatial (relative, parallelized) aspect.]

As for rolled-up dimensions, that’s a convention that goes back to Kaluza-Klein theory, in which light is characterized as a “fifth-dimensional vibration”. Supposedly, this fifth dimension is imperceptible because it gets rolled up into a tiny little knot of sub-Planck diameter (string theory and M-theory have many more of these knotty little dimensions, the ravelling of which turns out to present some knotty topological problems). But here, I’m just pointing out a convention of M-theory not necessarily shared by the CTMU.

**RFV**: So clothed in the priestly garb of words we are now ready to address God. I will reiterate the question with Chris: "What does this say about God?" With regard to Chris's answer, I find that reiteration does not suffice for me. Where he says, "So by design, religious beliefs generally cannot be refuted by rational or empirical means," I think he may be intentionally playing on words. Certainly one could never refute that there is \*belief\* in God as long as anyone still \*believes\* in God. That is an irrefutable fact like the occurrence of love and other relations between humans and other objects whether \*real\* or not!

However, that key tenets of most "religious beliefs generally cannot be refuted by rational or empirical means" is an assertion that should probably be denied subjective honors of existence in his scheme if he is to remain consistent! It is, in simple fact, absurd.

**CML**: I think that Fred may be overlooking the important fact that while the existence of God is merely a “belief” to the adherents of traditional organized religions, it is more than a belief in the CTMU. It is an unavoidable syntactic relation. Simply using the term “belief” with regard to religious ideas does not imply that this is all they are, or that this is their only means of justification. May I respectfully suggest that in the future, Fred acknowledge the discursive context instead of mangling it beyond all recognition?

**RFV**: Going further he asks and answers the question, "Can a denial of God be refuted by rational or empirical means? The short answer is yes." He proceeds by claiming that by his having merely associated the term "God" with the abstract level of true statements in his CTMU that he conceives as "structuring" the universe, that that structure "constitutes not just a logical framework for reality theory, but the outline of a logical proof of God's existence and the basis of a new 'logical Theology'." To my mind God was no more marginalized by Gnostic abstraction in the Synoptic Gospel than by Chris Langan in his article, "Introduction to CTMU" that summarizes for neophytes his "Cognitive-Theoretic Model of the Universe (CTMU)". Nor has God's existence ever been conditioned on more theoretically questionable foundations.

**CML**: Fred is (of course) entitled to his opinion, ill-supported as it may be. But even if he's unable to see that the CTMU is a proof of God’s existence, he must admit that either it is a *new approach* to same, or he doesn’t even come close to understanding it. If he prefers, we can leave the success of this approach to the tests of time and logic.

# Discussion with CTMU Conference Members

|  |  |
| --- | --- |
|  |  |

**Marc Geddes:** What does CTMU have to say about 'the purpose' of the universe (if there is one?) I understand that CTMU postulates an extension of the anthropic principle - could you please give a brief summary of this concept of "unbound telisis"

**Chris Langan**: The purpose of the universe is optimal self-actualization. This is called "teleology". Accordingly, the telelogical CTMU version of the Anthropic Principle is called the Telic Principle.

In logic, attribution (of a predicate to an object or relation) is called quantification. Quantifiers "bind" variables. Thus, when one regressively strips away the attributes of something in order to understand its essence, one "unbinds" it from its quantifiers. Suppose that in semantic consistency with the concept of teleology, we describe reality as "telesis". Then the limit of the process of unbinding reality from its quantifiers in order to understand its essence is "unbound telesis" or UBT.

|  |  |
| --- | --- |
|  |  |

**MG**: Is it really true that there is no distinction between 'knowledge and truth'?

**CL**: Knowledge is a noun, while truth can be either a noun or an attribute. However, considered as nouns, they are identical up to isomorphism. The latter phrase "up to isomorphism" leaves open the question of whether one is greater than the other. Insofar as some truths are unknowable to the human mind, truth is greater than (human) knowledge. But when we talk about "the universe's knowledge of itself", they are synonymous. In order to ascribe "knowledge" to the universe, we need an appropriate generalization of cognition. That's why the CTMU incorporates such a generalization.

**MG**: For instance, even if absolute truth exists, why does this have to imply that this absolute truth is knowable to human beings?

**CL**: It doesn't.

**MG**: Even if CTMU is right and tautologies can yield useful information, we run into the problem of Godel's theorem and the limitations of formal systems again ie. How can we ever be absolutely certain that there are no mistakes in our reasoning?

**CL**: First, if tautologies do not yield useful information, then logic does not yield useful information. If you believe this, then the first thing you should do is throw out your "useless" personal computer, which was designed according to the tautological principles of Boolean logic. (And that's only the beginning.)

Second, we can be absolutely certain that there are no mistakes in our reasoning by using logic itself as the universal template for knowledge and reasoning. That's why the CTMU is designed as a "supertautological" extension of logic, and why it is formed by the straightforward adjunction to logic of certain metalogical necessities of cognition and perception.

|  |  |
| --- | --- |
|  |  |

**MG**: Does CTMU really rigorously show that 'reality' is entirely 'self creating and self-describing' or is the use of the tautology simply faulty? For instance if reality is 'x' , why in plain English, can we really be sure that 'x' has any explanation at all?

**CL**: Because in this usage, "explanation" is identical to "structure". In order to fully specify the structure of a system, one must explain why its aspects and components are related in certain ways (as opposed to other possible ways). If one cannot explain this, then one is unable to determine the truth values of certain higher-order relations without which structure cannot be fully specified. On the other hand, if one claims that some of these higher-order structural components are "absolutely inexplicable", then one is saying that they do not exist, and thus that the systemic structure is absolutely incomplete. Since this would destroy the system's identity, its stability, and its ability to function, it is belied by the system's very existence.

**MG**: CTMU tries to argue that we should say 'x exists because x exists' but this seems uncomfortably like a semantic 'trick' I am still not wholly convinced that a tautology can yield useful information and that reality has an explanation.

**CL**: See above comments. Incidentally, the sentence 'x exists because x exists' is simply an expression of self-containment with respect to causality, and therefore necessary in any self-contained theory. Obviously, a comprehensive theory of reality must be self-contained by definition. Indeed, so must reality itself.

**MG**: Why is there a large school of top class logicians who still totally deny that a tautology can yield useful information?

**CL**: Let me guess. Because they are hiding in ivory towers in a weak and cowardly attempt to protect themselves and their absurd worldviews from anyone who might know better? ;-)

|  |  |
| --- | --- |
|  |  |

**MG**: The oldest debate in philosophy! To what extent do things have an existence which is platonic? (Platonic= Timeless, Universal, Objective).

**CL**: Well, which is it? Is Platonic = timeless, universal, or objective?

Say that Platonic = timeless. Then the answer to this question is entirely dependent on one's model of time. With respect to the advanced model of spacetime incorporated by the CTMU, the universe is ultimately timeless and therefore Platonic.

Say that Platonic = universal. With respect to itself, the real universe is indeed "universal". So again, the universe is Platonic.

Finally, say that Platonic = objective. The latter term refers to an item of shared perception located outside the self, i.e. outside the subjective selves of the perceivers. Because the universe is ultimately its own perceiver, and because it is self-contained, the answer is now "No, the universe is not Platonic. It is subjective, or better yet, metasubjective."

**MG**: For instance should we consider the entities referred to by scientific theories as simply calculational devices or as 'real things' existing 'out there'?

**CL**: Algebraically, theories are languages. Languages have syntax. At the syntactic limit, theory = universe; the syntax controls the process of cognitive theorization as well as the process of perception through which the universe is apprehended. Where theory = universe, the "or" in your question is not exclusive.

**MG**: What about mathematical concepts - are mathematical concepts 'things' which exist independently of the human mind or not?

**CL**: Mathematics is the basis of our cognitive and perceptual syntax. So again, the "or" is not exclusive.

**MG**: What about moral principles? Should we take a 'utilitarian' view that moral principles are simply human inventions useful for specific social purposes, or is there more to them than that?

**CL**: The global limit of purpose is teleology, the purpose of the universe as a whole. Since morality is a function of purpose and the justification of purpose, the limit of morality is the teleological "morality" of the universe as a whole. Obviously, where morality is defined with respect to telelogy, it is as absolute as teleology itself.

**MG**: If moral principles have some sort of 'real' existence, how could we use our reason to discover what they are?

**CL**: It's really very simple. Start with the utility of the universe, as embodied in telelology. Then parse this utility according to the structure of the universe.

|  |  |
| --- | --- |
|  |  |

**MG**: Needs clarifying. CTMU appears to show that the universe is a self-perceptual system and thus there exists a 'supreme mind' . But what specific properties does this mind have?

**CL**: Omniscience, omnipresence, and even an attribute resembling omnipotence...but only as interpreted within the CTMU, as opposed to the nonsensical way these terms are defined and interpreted by mainstream theologians and their critics.

**MG**: The existence of a 'Universal Mind' does not necessarily imply the God concept as understand by conventional religion. (In conventional religion God is a supernatural, omni potent being, In CTMU, God appears to be neither supernatural nor omni potent)

**CL**: In the CTMU, God is quite "natural". But where this term is confused with "material" or "merely physical", God has a supernatural aspect as well. In other words, where reality is like a Mind, "God" is the answer to the question "Whose mind?", and this answer is more than merely physical in content.

|  |  |
| --- | --- |
|  |  |

**MG**: A brief description of SCSPL please!

**CL**: An SCSPL is a completely self-contained language (it writes itself, reads itself, interprets itself and executes itself in the computational sense).

**MG**: The whole idea of 'extending set theory' to resolve the paradox of the set of all sets needs clarifying.

**CL**: Already done.

**MG**: Is SCSPL really a 'formal system' at all or is it something over and above this?

**CL**: You can think of it as the extensional limit of a formal system. Bear in mind that the underlying logic of most of the formal systems dealt with in math and science is just first or second order predicate logic. There are no "attributes of attributes...of attributes". If you want to scale the Everest of metaphysics, you have to deal (at least in principle) with \*all\* orders of underlying logic. Since "all" may in this case refer to an infinite stratification, this requirement amounts to metalogic.

**MG**: V. Intriguing Chris's earlier discussion in the archives where he talked about the universe unfolding being analogous to a formal system SCSPL which is in the process of 'appending' Godel assertions to itself to continously expand itself! And the possibility of God being able to ensure completeness and closure in one fell swoop. These things are definitly outside the scope of any ordinary formal system! (As first defined by Church-Turing)

**CL**: Yes. But the formal system required by metaphysical reasoning is far deeper and more powerful than those currently required by mainstream math and science, where only object-level descriptions are necessary. Where (as in metaphysics) a formal system is required to incorporate descriptions of descriptions...of descriptions of itself, provisions must be made for all orders of relationship. This requires metalogical rules like those of the CTMU.

Conveniently for the theorist, metalogic is implicit in logic.

|  |  |
| --- | --- |
|  |  |

**MG**: I'd like a quick summary of the model of space-time that CTMU leads to. And also a summary of why you think that CTMU implies a non-zero cosmological constant leading to an accelerating universe? Can CTMU tell us how the universe will end? How it begun? Why is there an 'arrow of time?

**CL**: Because of the condition that reality must evolve in a way parallel to the logical evolution of the theory that describes it - that is, by logical substitution - the CTMU depicts reality in terms of a logical nesting of states. The operative model, USRE (Universe as a Self-Representational Entity), is the "conspansive dual" of the ERSU (Expanding Rubber-Sheet Universe) model of standard cosmology.

In ERSU, local space and time scales remain constant while the universe expands. In USRE, local space and time scales shrink while the universe remains constant in extent, and do so in a way that can look from a local, internal vantage like accelerating cosmic expansion.

By the way in which it internalizes space and time scales, USRE supports certain distinctions between the forward and reverse directions of time that ERSU does not support; these explain the arrow of time. But by the same token, USRE says that the universe will not end until its self-actualization is complete, and that if and when this occurs, it will occur (from a global perspective) at the precise instant that the universe began to evolve in the first place. More precisely, concepts like the "beginning" and "end" of the universe are meaningful only when interpreted within the universe itself, which is actually timeless from a global perspective.

For more details, please consult some of the material at the Mega Foundation site...for example, the long article I submitted to the last issue of Noesis-E.

Regarding Larens' link to some of the work of Vladimir Trifunov, Trifunov seems to be working strictly within the standard ERSU model of cosmology. So his assertions must be distinguished from those of the CTMU, which are made with respect to USRE.

|  |  |
| --- | --- |
|  |  |

**MG**: I'd like a quick summary of how CTMU deals with the paradoxs of quantum physics. What 'picture of reality' does CTMU present of the quantum world? (as compared, for example, to interpretations such as the 'Many World's Interpretation' What about the apparent contradiction with relativity caused by non-locality? What picture of reality would CTMU present to try to resolve these contradictions?)

**CL**: The CTMU is the only logically consistent interpretation of quantum mechanics. To begin to see why, please read the article "Supernovae and the CTMU" in the May-June issue of Noesis-E.

|  |  |
| --- | --- |
|  |  |

**Ingvar**: I think it is almost impossible to show anything metaphysical at all about the

world as we know it using logic or math alone.

**CML**: In fact, Ingvar, logic and math are the \*only\* ways to establish universal truths. There are two reasons for this. (1) Empirical knowledge is always local and never global. Concisely, the universe is spatially and temporally too big to observe in its entirety, and it breaks down into pieces too small to see clearly. Due to the problem of induction - the fact that we cannot reason infallibly from the part to the whole in the empirical realm - observation and experimentation can never take us to the global limit. (2) To know anything, we must know it with our minds. But our minds obey a "cognitive syntax" composed of the invariant logical and mathematical rules governing cognition and perception. What is the ultimate generalization of these rules? Cognition and perception as a whole, i.e. cognitive and perceptual reality. Since we know reality solely through cognition and perception, this amounts to reality per se. It follows that we can use these logical and mathematical rules to generalize from the mind to the universe, and thus to solve the problem of induction.

**Ingvar**: For example, there are troubles with the paradox "the Cantor's set" and the set theory Chris uses.

**CML**: I don't use set theory, Ingvar. As Russell has pointed out in this thread, I use an extension of set theory called SCSPL, with respect to which the concept of inclusion or containment is a duality. Containment is a dual-aspect affair that amounts to a duality relationship between descriptive and topological aspects: "The universe (or set of all sets) topologically contains the syntax that descriptively contains the universe (or set of all sets) and its powerset." The set-of-all-sets paradox is thereby resolved, allowing us to achieve a self-contained formulation of the structure of reality.

**Ingvar**: The paradox does not show up if you use a set theory that differentiates between different types of set hierarchies (see Berty Russell's theory of types). On the other hand, if you use a theory that allow a paradox to exist, the theory will be useless, since it will be

possible to imply any proposition within it. So either way, it doesn't seem to work the

way Chris want it to.

**CML**: To prevent the paradox from "showing up", it is sufficient to extend set theory with the inclusive duality concept just described. When you do this, you end up with SCSPL.

**Ingvar**: Still, I think the CTMU (the little I know about it) is an interesting theory.

Yes Russell, I agree it looks very promising, to be able to say that much with the CTMU using no empirical data at all. But, as I said before, it is too promising. That is, you can show too much with it.

**CML**: No, you can't. It is true that at the current stage of development of the CTMU, you can't use it to demonstrate every empirical truth. But neither can you formulate an irresolvable paradox within it. In fact, it contains a metalogical axiom called MU which states, in effect, that SCSPL can always be intensionally extended to prevent the existence of such a paradox. This is self-evident insofar as reality would be inconsistent if it were not true, whereas our ability to perceive reality shows that it is in fact consistent.

**Ingvar**: If the paradox leads to a contradiction, and it is allowed in the theory, then the whole CTMU, and everything you implies from it is useless. (I don't think there is a way of refuting the refutation that I came up with, but I welcome any tries :)

**CML**: See above. The theory of sets is extended by adjoining the concept of dual-aspect containment, which is formally effected by the adjunction of certain metalogical axioms supporting this concept.

**Ingvar**: For examples of different ways of dealing with truth, logic, and paradoxes, see

Stephen Read's "Thinking about logic". It's an excellent book, for beginners as well as experts.

**CML**: Thanks for the tip, Ingvar. I'm sure some of us would enjoy reading such a book.

|  |  |
| --- | --- |
|  |  |

**Cliff Wigtil**: I would like to see, at some point, a discussion of whether a TOE or GUT could directly assimilate of a psyche/matter continuum, as ventured by Jung et al, that (might) explain occultic magick, synchronicities, UFOs, poltergeist/telekinetic phenomena, bilocation, etc.

**CL**: Since those who believe in these phenomena claim that they possess (at least) metaphysical reality, metaphysics is the natural realm of discourse in which to analyze them. The CTMU is an optimum theory of metaphysics (because it is based on cognitive and perceptual syntax, beyond which nothing can be known or perceived). So as we might expect, the CTMU supports possible definitions and realizations of at least some of these terms.

To put it as simply as possible, the CTMU shows that the universe is a Mind. Like any other mind, this Mind has certain powers of association and analogy. The means by which these functions are implemented include something called, suggestively enough, the "ESP" (short for Extended Superposition Principle). This refers to a global analogue of quantum mechanical state superposition, but acting over the global wave function with respect to space and time. The ESP relates to the teleological collapse of the global wave function as the SP relates to quantum wave function collapse in material entities.

**CW**: As far as I know, I have yet to see anything tangible that explains these "paranormal" events, with the exception of Bell's theorem, although clearly, it just scratches the surface. :)

**CL**: You know, there used to be a problem with Bell's Theorem: it was impossible to interpret in the standard model of spacetime. But with the advent of the CTMU, this problem no longer exists. So if you really value a logical and scientific approach to these issues, the CTMU will become your model of necessity.

**CW**: Nice to see the exchanges developing!

**CL**: I very much agree, Cliff!

# Discussion on the Ultranet List

**Russell**: My question is not about whether the universe is conspanding or expanding, but how can nothing be "outside" the universe? Because if nothing is defined as zero, then how can "zero" contain or be outside something? Zero is a mathematical point; zero dimensional space.

**Chris**: The symbol for “nothingness” is 0, and 0 is a term that requires interpretation. For example, in the context of the integers, 0 represents a center or cancellation point between the positive and the negative, while in the context of the non-negative integers, it simply reflects absence. Moreover, 0 can apply to information, or to that which information determines. Now, 0 information corresponds at once to homogeneity and therefore to unity, and to unbounded potential and thus to infinity. So depending on how we interpret 0, “nothingness” can mean absence, cancellation, unity or infinity.

This tells us that what is important is not the symbol 0, but its interpretation, and thus the entire cognitive matrix on which the interpretation is based. And within this matrix, nothingness is a complex interplay of, you guessed it, absence, cancellation, unity and infinity. It has \*structure\*. Within the cognitive matrix of our minds, the structure of the ultimate groundstate of existence called “nothingness” is UBT...and this is no mere “empty set”.

**Russell**: The universe must be infinite in some way as to be "all there is". Un-reality could be hidden within reality?

**Chris**: No, unreality is ultimately contained in UBT, which for present purposes we might as well call "prereality". But every time a quantum wave function collapses, a new piece of "unreality" is defined (as the complement of that which is actualized by the collapse). In other words, just as reality is stratified, so is unreality. One level of unreality is unbound; other levels are bound by this or some other reality.

**Russell**: If un-reality and reality are distinctly separated, then what contains them both?

**Chris**: UBT, and at derivative levels, the stratified constraints in terms of which reality defines itself.

**Russell**: Reality must contain un-reality. Reality is infinite.

**Chris**: Of course, if by "reality" you mean UBT. But \*this\* reality that we inhabit, characterized as it is by specific laws and material configurations, is self-contained on a secondary level of existence and therefore "less infinite". Fortunately, it is still capable of "containing" as much unreality as it needs to in order to define its own configuration. The logical vessel of containment is the cosmic wave function, which collapses to a single actualization and leaves the rest of its potential unrealized and therefore "unreal".

**Russell**: This seems to be an absurd circular question, but at the sub microscopic scale, nature is absurd.

**Chris**: Not exactly. What's absurd are the \*standard interpretations\* of nature on the submicroscopic scale.

**Russell**: If "nothing" is undefined, then "outside" the universe is undefined. That is still an asymptote approaching infinity?

**Chris**: Cosmologically, "outside the universe" simply means "unbound by the characteristic constraints of the universe". The exclusion is logical rather than topological. Remember, while the size of the universe is externally undefined (due to the absence of a real external metric in which to define it), its size and laws are internally (intrinsically) definite.

**Ian**: Gina sent me your comments below on zero. The answer to Russell's question might be that if the sum of components within the space-time manifold (STM) equal zero, and the STM is surrounded by zero, it is simply surrounded by itself, and thus is not surrounded by anything mathematically different. Self surrounding Self simply = Self. It's perfect!

**Chris**: Hi, Ian!

To some extent, I'm in agreement with your reasoning (as I told Johnny Asia and others here quite a while back, I find your own reality-theoretic ideas surprisingly harmonious with my own :-). Specifically, if we assume that cosmogony begins with something called UBT (unbound telesis, in CTMU lingo), the cosmos must inherit the nature of UBT...must, as you put it, be "surrounded by itself" in the logical sense. Setting 0 equal to UBT gets us around a problem: cancellation is not an operation that can be taken for granted.

Let me explain. If you really start out with nothing, then there is no preexisting information. You must first tell cancellation how to occur, and tell zero how to "fission" into two or more mutually cancelling entities. Since these "instructions" on how things should cancel consist of constraint - of restrictions that limit the nature of "nothing" - constraint has logical priority over cancellation. So we have to explain how the constraint got there in the first place, and we have to do it without appealing to any preexisting cancellation operation supposedly inherent in "nothing".

By default, the entities comprising the system that you call "the sum of components within the space-time manifold" must themselves combine to form the constraint, and since neither the constraint nor its constituents equal "nothing", we're forced to introduce "something" at the very outset. This tells us that we're not really starting out with "nothing", but with unbound potential or UBT... something which, by its nature, contains everything that can

possibly exist. This amounts to interpreting 0 as "0 information" and replacing it with a combination of unity and infinity.

I.e., by interpreting 0 as the absence of something called "information", which implies that it equates to superficially unrestricted homogeneous (and therefore unitary) informational potential, which in turn equates to existential infinity, we're making it possible for 0 to represent the sort of cancellation point you envision. Since this implies that existence is a self-defined attribute - after all, there is no preexisting informational framework capable of defining it - only possibilities with the intrinsic ability to define and sustain their own existences can be actualized. This is what it takes to get "something" from "nothing".

The moral of this story is that numbers, even 0, are concepts which cannot be symbolically isolated within our cognitive matrix. Every time we use them, we implicitly attach the entire load of conceptual baggage in their extended mathematical definitions, and every time we apply them, we're selecting an interpretation consistent therewith. So in using them to (e.g.) do cosmology, we must attend to every aspect of their meanings. Otherwise, they'll almost certainly prove inadequate to do the explanatory jobs for which we intend them.

(Hey, they don't call it the "Cognitive-Theoretic Model of the Universe" for nothing!)

**Ian**: That's what's so beautiful about a zero-sum universe, it can appear and disappear without violating a nothing (no space-time) from which it arose, and in effect is another face of no space-time. A contradiction cannot be shown by raising a no space-time as Russell's question purports to do. I see a direct relation between consciousness and zero, although I've not tried to map that out. In my last post I site an important major study of the universe that finds that net universal energy equals zero. I intuitively deduced this out before these findings and before I found out that it was known that if the universe is closed then net energy equals zero. These findings say to me zero is definitely on the right track.

**Chris**: I agree. It's just that we have to be careful how we interpret "0"!

**Ian**: Chris, your observations on the many ways of seeing zero is great. I wonder if any other number has such a wide range of interpretations. Still absorbing the CTMU. The nonstop rigor of your work Chris is an inspiration for me to expand my own field of knowledge.

Thanks guys!

**Chris**: You're very welcome, Ian. We feel the same way about you! And thank you from all of us for sharing your fine investigative work with us in Ubiquity and Noesis-E. It's some of the best I've ever read, and has an unmistakable ring of truth. ;-)

Best Regards,

Chris

# Discussion with a Mega Society Easy Member

**GUY**: I don't know if any of the following has anything to do with the concept of "conspansion" or not, but these thoughts grew out of the recent set of e-mails regarding conspansion, T-duality, etc.

Question: Does the universe have some kind of absolute scale (e.g., a fundamental length scale)?

Initial answer: Of course! There's the Planck length, the Hubble constant, and many, many others. For example, if I am 1.7 meters tall, this "size" is absolutely determined by its relation to the fundamental scales at the microscopic level and the cosmological level. These fundamental scales are provided by the universe itself.

**Chris**: Good point. These constants, along with their dimensions, define invariant relationships among the contents of the universe. But while the overall size of the universe is externally undefined and can only be defined intrinsically (as curvature), the sizes of objects change with respect to this curvature. Because our experiments indicate that nothing is changing locally, we impute this to global rather than local change:

“the cosmos is expanding (relative to our local experimental framework)”. Mathematically, we represent this in terms of a geometric model called ERSU, short for “Expanding Rubber Sheet Universe”, in which points retain their positions with respect to a comoving coordinate system painted on the 2D surface of an inflating balloon (the lost dimension is considered expendable for modeling purposes).

But the cosmos can’t be expanding in any absolute sense, because there’s nothing for it to be expanding into. Therefore, we must invert the model in a way that “conserves spacetime”; the total “amount” of spacetime must remain constant. When we do so, the cosmos ceases to resemble a balloon inflating (extending outward) over time, and instead becomes an inward superposition of sequentially related states. The best way to think of it

is in terms of a cumulative embedment of Venn diagrams (of state) on the inside surface of a sphere of extrinsically indeterminate size. As matter shrinks relative to the sphere, time speeds up. In Eddington’s words, “smaller and smaller, faster and faster…”. Eddington’s phrase for his primitive glimpse of conspansion was the “Theory of the Shrinking Atom”.

As it turns out, the model implies temporal superposition, requiring an ex post facto “parallelization” of consequent events with respect to antecedent events. The CTMU calls this the ESP (for “Extended Superposition Principle”) and adjoins it to quantum mechanics as an extension of the Superposition Principle. It permits temporal closure, something conspicuously lacking in the standard model.

[From a later email by Guy]

|  |  |
| --- | --- |
|  | **Chris**: Nothing that leads to logical inconsistency is "confirmed by evidence". Expansion leads to logical inconsistency analytically. To wit, if there were something outside reality that were sufficiently real to contain the "expansion" of reality, it would be contained in reality. That's a contradiction; ergo, the hypothesis is false. |

**GUY**: Chris, I am confused by this statement. Expansion can be defined consistently without reference to some external space in which to expand. For example, the 2-sphere is defined by it's (constant) curvature and it's total surface area. Mathematically, its easy to increase its surface area. There's no contradiction.

**Chris**: The contradiction results from the concept of local invariance…the idea that because we can’t detect any change in the local metric by experimental means, it must be invariant in some “absolute” sense. The contradiction is tacit, but it exists nonetheless. The contradiction also surfaces with respect to our concept of motion. In the expansive model,

photons and planets alike move by rotation and translation through a background called “space”, which, while possessing sophisticated properties like Lorentz invariance, is still considered an independent medium containing particles and fields. In the conspansive model, on the other hand, motion is an endomorphism defined with respect to those nested Venn diagrams we mentioned, with outer circles playing the part of quantum wavefunctions with respect to inner ones, and inner ones playing the role of “moving particles” with respect to outer ones.

Because the circles in the Venn diagrams are just lightcone cross-sections corresponding to wavefunctions – because of the conspansive identification of lightcones with wave functions and worldliness with particle trajectories – the CTMU defines a general relationship between relativity and quantum mechanics. We end up with two kinds of motion: a primary

“inner expansive” kind representing the growth of Venn diagrams and the interpenetration of their spherical wave functions, and a secondary “requantizative” kind representing the relative shifting of diagrams as particles and galaxies undergo “incidental” spatial rotation and translation. But this implies a logical distinction; simplistically, the first kind of motion characterizes a “simulative” phase of matter, and the second kind characterizes a “simulated” phase. Time, calibrated in terms of primary motion, is a process of dualization between these logically distinct levels. The universe becomes a “self-simulation”...a

self-representational entity.

**GUY**: You make a similar statement in the M&F article:

"The idea that you have a singularity that explodes and expands . . . what does it expand into? Thank about that for a minute. If there was something there for that universe to expand into, now you're obligated to explain what that something is." [p. 269]

The metric properties of a manifold are describable intrinsically, without reference to any larger space the manifold is embedded in. And this description is completely consistent. This is what Gauss realized in his amazing \*Theorema Egregium\*. I was quite surprised by this the first time I worked through the proof. It's amazing that something like curvature can

be defined without any reference to what a manifold is "curving into." Similarly, expansion can be defined in a consistent manner without the need for anything to "expand into." A space in which to embed the manifold is not necessary.

I'm sure you must know this stuff, Chris. What am I missing? (This is a sincere request!) I really don't see the contradiction or paradox here.

**Chris**: As I think I’ve explained above, you’re missing (1) the fact that ignoring extrinsic considerations by resorting to intrinsic definitions does not really dispose of them, and (2) some of the implications of inverting ERSU to USRE...of dualizing the Expanding Rubber Sheet Universe to its conspansive dual model, the “Universe as a Self-Representational

Entity”. In the General Relativistic version of ERSU, time is just another linear dimension in which the curvature of the universe progressively changes. In USRE, on the other hand, time is the wave-particle dualization of space to matter (to space... and so on), with cumulative parallelization of time.

Again, the ramifications are significant. We have two sets of invariants, one associated with the covariance of distributed physical laws (including all those dimensional constants relating matter) and one associated with the intrinsic invariance of the whole (including the conservation of space and the “cumulative present” in which the universe evolves). For practical purposes, the Standard Model ignores the second set entirely. In order to

maintain both sets of invariants, we need to change our understanding of the relationship of space, time and object. Spacetime becomes an “SCSPL” evolving endomorphically, by internal self-mapping, rather than by the motion of matter through an independent medium. Though nothing fancy, this paradigm shift turns out to be philosophically profound. I’ve already written papers on conspansion...they were originally published in Noesis.

[From another email by Guy]

**GUY**: In a previous post I demonstrated operationally how to take a \*passive\* (changing only the description of a physical system) change of units and produce an \*active\* (changing the physical system itself) physical rescaling of the universe, and demonstrated that this rescaled universe is isomorphic to the universe you began with. From inside, you

can't tell whether you're in Universe A or Universe B.

Most scientists would say that, since the difference is not measurable, the concept has no meaning or is merely metaphysical.

I disagree. This result is interesting. I think it's clear that Universe A and Universe B are different (though isomorphic). One way to see this would be to take a meter stick from Universe B and put it in Universe A, where it would be 100 times as long. But the concept of moving objects between universes lacks coherence. A better way to see that these two

universes really are different is to note that you can go from Universe A to Universe B in independent steps: (1) rescale space, (2) rescale mass, (3) rescale charge, and (4) rescale the laws of physics (which are just relationships between the primitives of space, time, mass, charge, and maybe a few others). Each of these independent steps, if conducted without the others, would yield observable results. It's hard for me to believe, even if the final step results in a universe isomorphic to where you started, that Universe B is identical to Universe A.

I find this result fascinating. Does that mean I've gone off the deep end??

**Chris**: Or maybe it’s just CTMU time for Guy Fogleman. [Universe A and B would appear to be the same in some respects and different in others. But this can be asserted \*only\* with respect to a basis of comparison, in this case arithmetic and geometry, which are brought to bear as parts of the cognitive syntax of one Guy Fogleman in the throes of a gedankenexperiment. But the conclusions drawn from this syntax are valid only if it

characterizes not just the thought processes of Guy Fogleman, but a joint medium containing both universes...i.e., only if arithmetic and geometry are distributed over an objective medium containing the compared entities. What infrastructure does this imply? First, it requires a connection between the cognitive syntax of Guy Fogleman and the objective medium containing both universes…an identity of Guy’s mind and objective reality.

More generally, it requires a conspansive CTMU infrastructure with logical priority over the gedankenexperiment itself.]

At 02:40 PM 3/30/2001 , Langan wrote:

|  |  |
| --- | --- |
|  | **Chris:** But the cosmos can't be expanding in any absolute sense, because there's nothing for it to be expanding into. |

**GUY**: Again, I still don't see this.

**Chris**: There are two ways to describe things: extrinsically, according to a syntax or scale of measurement external to that which is being described, or intrinsically, using only the described entity itself (an intrinsic explanation is to this extent "self-referential"). Because reality is self-contained, we ultimately require a global intrinsic explanation of it. If, in moving towards this goal, we happen to find a more or less self-contained subtheory within the comprehensive theory we seek - as did Riemann with respect to geometry, and Einstein with respect to classical physics - we then have a \*partial\* intrinsic explanation. However, that doesn't mean we've finished the job. The intrinsic explanation achieved by General Relativity is in poor accord with certain aspects of an even more important physical theory, quantum mechanics, and therefore cannot be taken to imply that a global intrinsic explanation has been achieved (if it could, we'd already have a Unified Field Theory and more).

You say that you see no contradiction in the idea of an expanding universe. Apparently, you feel this way because differential geometry can be used to replace the concept of externally-measured extent with that of intrinsic curvature. But does this mean that the need for an external medium has been obviated? Hardly, unless (e.g.) the universe thereby

provides the wherewithal for its own existence...the stuff of which it is made. If you respond that the universe is made of energy, then you have to say where \*that\* came from. Suppose you say, "the positive energy is cancelled by negative energy as part of a true 0-sum system!" Unfortunately, that doesn't sound like the "0" most of us are familiar

with. Why not? Because you still have all that messy structure to account for...the informational framework within which "cancellation" is achieved. Intrinsic curvature alone isn't up to the job.

|  |  |
| --- | --- |
|  | **Chris**: Therefore, we must invert the model in a way that "conserves spacetime"; the total "amount" of spacetime must remain constant. When we do so, the cosmos ceases to resemble a balloon inflating (extending outward) over time, and instead becomes an inward superposition of sequentially related states. The best way to think of it is in terms of a cumulative embedment of Venn diagrams (of state) on the inside surface of a sphere of extrinsically indeterminate size. As matter shrinks relative to the sphere, time speeds up. In Eddington's words, "smaller and smaller, faster and faster". Eddington's phrase for his primitive glimpse of conspansion was the "Theory of the Shrinking Atom". |

**GUY**: Do you have the Eddington reference handy? I have his "New Pathways in Science," but, in a cursory survey, couldn't find any similar thoughts in that book.

**Chris**: Try "The Expanding Universe", but prepare to be underwhelmed. Eddington, having found the Big Bang theory to be conceptually unsatisfactory, observed that it has an "inverse formulation": the Theory of the Shrinking Atom. He apparently worked out some of the rudimentary implications and noted as much in his book (total length of explanation:

1 or 2 pages). But he did so in a way calculated to make other mainstream cosmologists think he was joking...no doubt to protect his professional reputation, which might not have survived the incredulity of his colleagues. Indeed, he quickly dropped the subject and never (to my knowledge) returned to it.

I originally found the reference in "Cosmology" by E.R. Harrison and managed to track down the source material. But this was long after I'd already arrived at the idea of conspansion in connection with a seemingly unrelated problem: how to account for the strangely harmonious relationship of mathematics and physical observation. [For another kind

of "shrinking atom" theory, check out the Hoyle-Narlikar model, which places the shrinking atoms in a static universe of infinite age.]

|  |  |
| --- | --- |
|  | **Chris**: As it turns out, the model implies temporal superposition, requiring an ex post facto "parallelization" of consequent events with respect to antecedent events. The CTMU calls this the ESP (for "Extended Superposition Principle") and adjoins it to quantum mechanics as an extension of the Superposition Principle. It permits temporal closure, something conspicuously lacking in the standard model. |

**GUY**: I tend to not really feel I understand new theories or principles

until I work through most of the details myself, or at least see how the

details could be worked through. In the CTMU discussions I've read so

far, I think you present your results without adequate (for my purposes,

anyway) details for me to be able to reproduce them on my own (or in my

own language). This is probably intentional on your part. Anyway, I

plan to buy your book when it comes out and will try to work through the

details then.

**Chris**: Thanks.

|  |  |  |
| --- | --- | --- |
| [From a later email by Guy]   |  |  | | --- | --- | |  | **Chris:** Nothing that leads to logical inconsistency is "confirmed by evidence". Expansion leads to logical inconsistency analytically. To wit, if there were something outside reality that were sufficiently real to contain the "expansion" of reality, it would be contained in reality. That's a contradiction; ergo, the hypothesis is false.  **GUY**: Chris, I am confused by this statement. Expansion can be defined  consistently without reference to some external space in which to expand. For example, the 2-sphere is defined by it's (constant) curvature and it's total surface area. Mathematically, its easy to increase its surface area. There's no contradiction.  **Chris**: The contradiction results from the concept of local invariance...the idea that because we can't detect any change in the local metric by experimental means, it must be invariant in some "absolute" sense. The contradiction is tacit, but it exists nonetheless. | |

**GUY**: I honestly do not see it. You are still not \*required\* to have the \*something\* to expand into, so there is no logical contradiction.

**Chris**: "Intrinsic expansion" is a contradiction in terms. If something is expanding, then it has to be expanding \*with respect to\* a fixed referent, and if it is, then it has to be extending into an external medium with respect to which the fixity of the referent has been established. On the other hand, saying that something is shrinking relative to that which

contains it presents no such problem, for in that case, nothing is really "expanding". An inclusive relationship, like that whereby the universe includes its contents, can change intrinsically only if its total extent does not change; where its total extent is just that of the inclusive entity, this means that the extent of the \*inclusive entity\* cannot

change. Ergo, no expansion; it's logically analytic. Reason in any other fashion, and the term "expansion" becomes meaningless.

Our only point of disagreement is that despite the above argument, you regard expansion as "no contradiction". But because you deny that the universe is expanding in any absolute sense - because you define expansion in such a way that it does not require an extensional medium - the point is moot. Essentially, you agree with me that matter is shrinking relative

to the invariant size of the universe (I'm calling it invariant because we're both regarding it as the fixed referent with respect to which matter is contracting). Therefore, you tacitly embrace conspansion.

Let's try another approach. The universe is something, and since you can't get something from nothing, you need an ontological substrate to get a universe. This substrate, which has the nature of infinite (unbounded) potential, can be approximately characterized as "the absence of that which defines and delimits the contents of the universe". That which

defines and delimits the contents of the universe is \*constraint\*, and the complement of constraint is potential. Therefore, the universe does indeed require a "medium" in which it can come into being and evolve: unbound potential, the ultimate logical generalization of "existence". However, by the nature of its definition, this medium cannot endow the

universe with "size" or a place in which to "expand". That would amount to assigning it a constraint, and the medium is constraint-free.

Saying that the universe consists of a fixed amount of this potential is meaningless, because the very concept of "amount" is extrinsically undefined. But saying that there exists an invariant intrinsic relationship between the relative sizes of the universe and its contents is almost the same thing, and this is a matter of absolute necessity. Without such a relationship, one can neither define nor perceive a "rate" of cosmic expansion, for the rate function, including the algebraic invariants in terms of which it is defined, is just the invariant relationship in question. In other words, something is conserved - that of which the invariant relationship consists - and it is with respect to this "something" that conspansion must occur. In the CTMU, this something is called "SCSPL syntax".

|  |  |
| --- | --- |
|  | **Chris:** The contradiction also surfaces with respect to our concept of motion. In the expansive model, photons and planets alike move by rotation and translation through a background called "space", which, while possessing sophisticated properties like Lorentz invariance, is still considered an independent medium containing particles and fields. |

**GUY**: I also find the idea that space is a given independent medium to be unsatisfactory. But I don't see it as a contradiction.

**Chris**: Oh, it's a contradiction, alright. Unfortunately, the explanation exceeds my current time constraints. But here's a hint. I've already noted that if there were something outside reality that were real enough to topologically contain it, it would be intrinsic to reality (and

therefore contained within it). We can make a similar statement regarding matter: if there were something outside matter that were material enough to contain it, it would to exactly that extent be intrinsic to matter. In order to accommodate matter, space must be potentially identical to it... must "share its syntax". In other words, matter doesn't "displace" space, but occupies it in perfect superposition...intersects with it. So space consists of material potential and is thus a "potential phase of matter". Denying this leads to a contradiction.

|  |  |
| --- | --- |
|  | **Chris:** In the conspansive model, on the other hand, motion is an endomorphism |

**GUY**: intriguing so far ...

|  |  |
| --- | --- |
|  | **Chris:** defined with respect to those nested Venn diagrams we mentioned, with outer circles playing the part of quantum wavefunctions with respect to inner ones, and inner ones playing the role of "moving particles" with respect to outer ones. Because the circles in the Venn diagrams are just lightcone cross-sections corresponding to wavefunctions because of the conspansive identification of lightcones with wave functions and worldliness with particle trajectories |

**GUY**: but this last part sounds a bit "hokey" to my highly-indoctrinated-with-the-orthodoxy ears. But I'll reserve judgment until I see the details.

**Chris**: It shouldn't sound hokey at all - in fact, that's already more or less the understanding. I suspect you may be referring to the fact that lightcones are part of an abstract model constructed for explanatory purposes - they don't really specify the locations of photons relative to their sources - and that by the same token, quantum mechanics has disposed of the idea that there are such things as continuous worldlines.

But lightcones and wave functions are already tacitly understood to be co-delimiting, and worldlines can be approximated by path integrals evaluated over lightcone cross sections. Or maybe you mean that such an identification is "too convenient"? But if so, that might be because you think the amazing harmony between mathematics and physical reality, for

all its ubiquity, seems "too good to be true", and that anything but a tentative use of mathematical models is to be avoided. Fortunately, yet another advantage of conspansion is its support for a meaningful approach to this problem. In fact, it was in that connection that I first thought of it.

|  |  |
| --- | --- |
|  | **Chris:** the CTMU defines a general relationship between relativity and quantum mechanics.  We end up with two kinds of motion: a primary "inner expansive" kind representing the growth of Venn diagrams and the interpenetration of their spherical wave functions, and a secondary "requantizative" kind representing the relative shifting of diagrams as particles and galaxies undergo "incidental" spatial rotation and translation. But this implies a logical distinction; simplistically, the first kind of motion characterizes a "simulative" phase of matter, and the second kind characterizes a "simulated" phase. Time, calibrated in terms of primary motion, is a process of dualization between these logically distinct levels. The universe becomes a "self-simulation"...a self-representational entity.  **GUY**: You make a similar statement in the M&F article ...I'm sure you must know this stuff, Chris. What am I missing? (This is a sincere request!) I really don't see the contradiction or paradox here.  **Chris**: As I think I've explained above, you're missing (1) the fact that ignoring extrinsic considerations by resorting to intrinsic definitions does not really dispose of them, |

**GUY**: Maybe not, but I don't see anything that requires them, either.

**Chris**: If not, that's only because you're taking on faith the idea that we'll one day achieve an all-encompassing intrinsic explanation for reality, and that this explanation will include no unforeseen additions (and no great surprises for the physics community). But given the history of science, that's not necessarily a good bet. After all, there remain some very challenging unanswered questions, including "Of what does the universe consist?", "How did the universe some to exist?" and "Why does the universe exist?", that show no sign of being satisfactorily answered by the partial intrinsic explanation of General Relativity. One of two

things is therefore required: forbidden reference to a measurable external medium, or a more thorough job of intrinsic theorization. So there are indeed crucial requirements left to be filled.

|  |  |
| --- | --- |
|  | **Chris:** and (2) some of the implications of inverting ERSU to USRE...of dualizing the Expanding Rubber Sheet Universe to its conspansive dual model, the "Universe as a Self-Representational Entity". In the General Relativistic version of ERSU, time is just another linear dimension in which the curvature of the universe progressively changes. In USRE, on the other hand, time is the wave-particle dualization of space to matter (to space... and so on), with cumulative parallelization of time.  Again, the ramifications are significant. We have two sets of invariants, one associated with the covariance of distributed physical laws (including all those dimensional constants relating matter) and one associated with the intrinsic invariance of the whole (including the conservation of space and the "cumulative present" in which the universe evolves). |

**GUY**: I'm intrigued and like the sound of this. In my opinion, the "present" is something on which modern physics does not do a satisfactory job. But, I'll have to see the details of your theory before I comment on what you say above.

**Chris**: Fair enough.

|  |  |
| --- | --- |
|  | **Chris:** For practical purposes, the Standard Model ignores the second set entirely. |

**GUY**: The Standard Model is, for all practical purposes silent on "the present."

**Chris**: Correct. That's because there is insufficient understanding of, and no scientific consensus on, the nature of time. Most theorists know that General Relativity regards it as a linear dimension of the manifold called "spacetime", but few have any coherent thoughts on how this can be reconciled with quantum indeterminacy. The CTMU offers a new perspective.

|  |  |
| --- | --- |
|  | In order to maintain both sets of invariants, we need to change our understanding of the relationship of space, time and object. Spacetime becomes an "SCSPL" evolving endomorphically, by internal self-mapping, rather than by the motion of matter through an independent medium. |

**GUY**: Sounds interesting.

|  |  |
| --- | --- |
|  | **Chris**: Or maybe it's just CTMU time for Guy Fogleman. [Universe A and B would appear to be the same in some respects and different in others. But this can be asserted \*only\* with respect to a basis of comparison, in this case arithmetic and geometry, which are brought to bear as parts of the cognitive syntax of one Guy Fogleman in the throes of a gedankenexperiment.  But the conclusions drawn from this syntax are valid only if it  characterizes not just the thought processes of Guy Fogleman, but a joint medium containing both universes...i.e., only if arithmetic and geometry are distributed over an objective medium containing the compared entities.  What infrastructure does this imply? First, it requires a connection  between the cognitive syntax of Guy Fogleman and the objective medium containing both universes an identity of Guy's mind and objective reality. More generally, it requires a conspansive CTMU infrastructure with logical priority over the gedankenexperiment itself.] |

**GUY**: Well, I also like the idea of a theory containing both the "object" of the theory and the subjective theorizer. Again, I look forward to reading more about details of this approach in your book.

**Chris**: They'll be there.

**GUY**: What prerequisites (i.e., how much symbolic logic, higher math, and understanding of modern physics?) will you expect from someone wanting to read your book?

**Chris**: I'm trying to make it as self-contained as possible, even if that means some compact appendices in the back. But I won't deny that some exposure to logic, algebra, language theory, physics and cosmology might help the medicine go down.

Regards,

Chris

# Discussion at the Utne Cafe

This page is intended not as a self-contained discussion of the CTMU, but a more or less random Q&A derived from sundry discussions on various lists. Although many of the questions are intelligent and well-intentioned, there is a recurrent tendency on the parts of certain correspondents to complain to the effect that that the CTMU is "unconvincing" or "unsupported". But while some people seem to expect the author to type his entire theory into their email lists, thus sparing them the dire necessity of using the informative hyperlinks with which they are conspicuously provided as background, he is in fact obligated to do nothing of the kind. Suffice it to say that **those in need of background information can find it elsewhere on this site.** (If this is unacceptable, never fear; nobody will force you to accept free access to something for which you can pay later on. The author is presently writing a book on the CTMU, and when it is published, it can be yours for a modest price.)

Perhaps I should also mention an occasional tendency for a certain kind of person to deplore the lack of bibliographies and academic credentials that I might bring to a given discussion. Concisely, such decorations are utterly irrelevant to content, which means that in all but a few specialized forums, they are a waste of time. As far as glossaries are concerned, I generally try to define my terms as I go along...or in any case, those terms that a reasonably intelligent and conscientious reader cannot be expected to understand by context or by consulting a dictionary. And to the rare gadfly who accuses me of being completely unoriginal and "using the ideas" of previous authors without due credit, I can only point out that while every philosopher and scientist who has ever lived has "stood on the shoulders of giants", this entails no obligation to reel off a complete list of credits with every gesture of self-expression. Since my work contains a great deal that is original, those guilty of such accusations or insinuations merely display a hypocritical ignorance of its content.

That being said, it is sometimes hard for a theorist to gauge what his audience does or does not know. For example, there is a tendency to assume that one's interlocutors understand the very basics of a field under discussion (otherwise, why bother to discuss it?) Similarly, one tends to assume that if a reader is deficient in the basics, or is unfamiliar with one's own work, he or she will either politely request clarification or withdraw to privately fill the gaps in his or her knowledge before delivering an uninformed critique. Unfortunately, certain questionable aspects of human nature sometimes conspire to invalidate these assumptions. Accordingly, the author wearily offers a brief but informative essay ([On Absolute Truth and Knowledge](http://web.archive.org/web/20020619055617/http://www.ctmu.org/CTMU/Articles/OnAbsoluteTruth.html)) to help readers understand the theoretical basis of what might otherwise look like his "unwarranted certainty" or "unjustified air of authority". It is sincerely hoped that this will help even the most irritable reader avoid the perils and pratfalls of premature judgment.

Happy reading,

Chris Langan

**Johnny Asia** Mon, 23 Oct 2000 22:00:32 CDT (67 lines) **initiation of thread**

**Time Out of Mind - Reader-friendly introduction to the CTMU**

[http://www.ctmu.org/CTMU\_Articles/Time.html](http://web.archive.org/web/20020619055617/http://www.ctmu.org/CTMU/Articles/Time.html)

The idea that the universe created itself brings a whole new meaning to bidirectional time, and thus to the idea that cognition may play a role in the creation of reality. As a self-creative mechanism for the universe is sought, it becomes apparent that cognition is the only process lending itself to plausible interpretation as a means of temporal feedback from present to past. Were cognition to play such a role, then in a literal sense, its most universal models of temporal reality would become identical to the reality being modeled. Time would become cognition, and space would become a system of geometric relations that evolves by distributed cognitive processing.

Here comes the surprise: such a model exists. Appropriately enough, it is called the Cognition-Theoretic Model of the Universe, or CTMU for short. A cross between John Archibald Wheeler's Participatory Universe and the Stephen Hawking-James Hartle "imaginary time" theory of cosmology proposed in Hawking's phenomenal book A Brief History of Time, the CTMU resolves many of the most intractable paradoxes known to physical science while explaining recent data which indicate that the universe is expanding at an accelerating rate. Better yet, it bestows on human consciousness a level of meaning that was previously approached only by religion and mysticism. If it passes the test of time - and there are many good reasons to think that it will - then it will be the greatest step that humanity has yet taken towards a real understanding of its most (or least?) timeless mystery.

**Introduction to the CTMU (Cognitive-Theoretic Model of the Universe)**

by Christopher Michael Langan

The real universe has always been theoretically treated as an object, and specifically as the composite type of object known as a set. But an object or set exists in space and time, and reality does not. Because the real universe by definition contains all that is real, there is no "external reality" (or space, or time) in which it can exist or have been "created". We can talk about lesser regions of the real universe in such a light, but not about the real universe as a whole. Nor, for identical reasons, can we think of the universe as the sum of its parts, for these parts exist solely within a spacetime manifold identified with the whole and cannot explain the manifold itself. This rules out pluralistic explanations of reality, forcing us to seek an explanation at once monic (because nonpluralistic) and holistic (because the basic conditions for existence are embodied in the manifold, which equals the whole). Obviously, the first step towards such an explanation is to bring monism and holism into coincidence.

continued:

[http://www.ctmu.org/CTMU/Articles/IntroCTMU.html](http://web.archive.org/web/20020619055617/http://www.ctmu.org/CTMU/Articles/IntroCTMU.html)

[http://megafoundation.org](http://web.archive.org/web/20020619055617/http://megafoundation.org/)

**Mission Statement**

The Mega Foundation is a tax-exempt non-profit corporation established to create and implement programs that aid in the development of severely gifted individuals and their ideas. The Mega Foundation also supports and develops innovative projects, in the arts and sciences, based solely upon the merit of the projects and the vision of their creators.

**Chris Langan** Tue, 24 Oct 2000 04:00:56 CDT (78 lines) in reply to **Don Carlos d'Espinosa**

**Carlos**: I can easily see why we can't speak of the universe as existing 'in' space and time, but I don't see why we cannot, nevertheless, argue that the universe simply is a spatiotemporal, causally-closed system.

**Chris**: Of course. The crucial point is that spacetime is self-generative and logically self-contained. More precisely, it embodies both the *logic* according to which it is self-generated and self-contained, and the wherewithal to *reflexively apply* that logic.

This means that to a species of sentience based on its own structure, the universe exhibits something analogous to self-awareness...a generalization of that to which we rather ambiguously refer as "consciousness". I.e., the universe is understood by its own sentient agents to possess a predicate akin to consciousness, provided they reason correctly about their own status with respect to it.

**Carlos**: Surely if the universe \_is\_ all of space and all of time, there is no 'larger' 'space' or 'time' in which it could reside. But, for just this reason, there is no reason to think that there is more to the universe than the totality of causally-interacting objects over space and time. Is this what Langan is also arguing, or would he disagree with this claim?

**Chris**: Reality consists of more than material objects; it also possesses aspects that cannot be reduced to matter alone. For example, space and time are relations of material objects that cannot be localized to the individual objects themselves, at least as *locality* is generally understood; they are greater than the objects they relate, permitting those objects to interact in ways that cannot be expressed solely in terms of their individual identities. Equivalently, we cannot reduce the universe to a set of material objects without providing a medium (spacetime) in which to define and distribute the set. It follows that spacetime possesses a level of structure defying materialistic explanation. Indeed, insofar as they possess spatiotemporal extension, so do material objects!

**Carlos**: I certainly don't see why cognition is the only model for self-organizing systems. Our science here is in its infancy. Perhaps there are larger classes of such systems, the universe itself being the largest, and cognition as we know it is only a sub-species of such a system.

**Chris**: Suppose that cognition is *not* the only model for self-organizing systems, i.e. that such systems can be essentially non-homomorphic to cognitive processing. If so, then they lack meaningful cognitive representations, defying characterization in terms of mental categories like space, time and object. But then they fall outside reality itself, being indistinguishable as causes, effects, or any kind of phenomena whatsoever. In a word, they are irrelevant with respect to that part of reality isomorphic to human cognition. It follows that by any reasonable definition, reality is "cognitive" up to isomorphism with our own mental structures.

**Carlos**: It seems irresponsible of us to confuse a sub-species with a larger class. For one thing, cognition involves many properties and relations which I would not want to attribute to the universe as a whole. Cognition involves beliefs and intentions, and you'll have a hard time convincing me that the universe as a whole has either. But, as I said before, there could be many types of system that exhibit some characteristics of cognition.

**Chris**: Cognition can be partitioned into general and nongeneral functions. When we take the intersect of all of our individual cognitive functions, nongeneral "options" like beliefs and intentions cancel out and leave only those functions which are general to all...the mental functions by virtue of which we all directly apprehend one and the same causally-connected reality. In the CTMU, this cognitive intersect is called the *Human Cognitive Syntax* or HCS.

By the above reasoning, the universe (aka reality, aka spacetime) is "cognitive" up to isomorphism with the HCS. To avoid this conclusion, one must break out of the above reasoning. But this is not as easy as one might previously have been led to believe.

**Chris Langan** Tue, 24 Oct 2000 18:38:00 CDT (157 lines) in reply to **Bill Lindsley**

**Bill**: There are some interesting paths in this forest, but I suspect the unconvincing irrelevance of the tautology when language is crunched to include huge chunks of rock and ice hurtling through vast regions of near empty space as mere subsets or projections of "cognition." The problem with defining "cognition" to include the entirety of reality is that by definition, then, it includes the entirety of reality and really does not say anything much about the characteristics, the features, not even the behaviors of the many facets and elements of this reality.

**Chris**: "...huge chunks of rock and ice hurtling through vast regions of near empty space" involves the *processing*, within a near-empty space, of the physical states of huge chunks of rock. This processing conforms to a *state transition function* included in a set of such functions known as "the laws of physics". Calling these functions "cognitive" is hardly a stretch, since it is largely in terms of such functions that cognition itself is understood. Moreover, since "the characteristics, the features, ... the behaviors of the many facets and elements of this reality" are generally attributed to the laws of physics, it is not clear why cognition should not generally apply. After all, spacetime consists of events and separations, and events can be described as the mutual processing of interacting objects. So where physical interaction is just mutual input-to-output behavioral transduction by physical objects, and cognition is mutual input-to-output behavioral transduction by neurons and their inclusive brain structures, physical interaction is just a generalization of human cognition. If this seems like a tautology, indeed it is; self-contained self- referential systems are tautological by definition.

**Bill**: Do not get me wrong. I am intrigued. Less philosophically, however, than from the perspective of religion. The entirety of the universe as "cognition" sounds a lot like an all-knowing supreme being.

**Chris**: Quite so.

**Bill**: The comment about "beliefs and intentions" is not a valid criticism, because "knowing" (the most signigicant import of cognition) is very different from "believing" and may have nothing to do with "intention" at all.

I have no problem, either, with imperfect human, or partial "cognition" constituting fleeting glimpses into this universal cognition. I just think, though, it starts to sound awfully convenient, and it leans toward an isolated character sort of anthropomorphism (the isolated character meaning the ability of the human to think, thus man creating the ultimate universe in his own image, with his own image focused on the "I think, therefore I am" characteristic of being human).

**Chris**: The Anthropic Principle, a controversial (but in the final analysis, necessary) ingredient of modern cosmology, is already about as anthropocentric as it gets. The CTMU replaces it with something called the *Telic Principle*, which avoids reference to particular agents such as human beings. The Telic Principle says merely that the universe, in addition to being self-configuring and self-processing, is *self-justifying*. Only the real universe can formulate and provide a real answer for the question of why it exists, and it does so through internal self-projections (distributed syntactic endomorphisms) called *sentient agents*.

By the way, your mention of Descartes' *cogito ergo sum* is quite appropriate. Cartesian *mind-body dualism* underlies our ongoing reluctance to equate physical and mental processes. Yet, "I think, therefore I am" explicitly implicates cognition in a general form of existence, thus implying that this form of existence transcends the merely physical. This suggests that there is a deeper way to view reality than through the empirical lens of scientific methodology, and that on this deeper level of reality, there is no hard divider between physics and cognition.

**Bill**: As in most metaphysical systems, however, I tend to not approach them with the idea that what is important is whether they are true or false representations of \*what is\* but more with the perspective of how can this system, this way of looking at things, help us to understand better the various disciplines of human understanding, including the sciences, and also including the arts, and most definitely the inquiry into understanding who we are and what it means \*to be\* and \*to be in the world\* (or universe, or reality, whatever word one prefers to signify all that is).

**Chris**: There will, of course, be a book on all this.

**Bill**: I will note this: cognition, in my mind, means a process of \*knowing\* and to know requires a knower and an object, that (or who) which knows and that which is known. I am very cognizant of some apriori or pure knowledge sorts of things, but they are of course all tautological. Such as mathematics, logic. (No physical reality required, one plus two equals three.) But to know of any physical reality requires "sentience" and there again that demands the observer and the observed. But we also recognize that the observer (and with some applied ability, the observer becomes a knower) is part of that being observed (the knower attempts to include herself in that known). We are also very cognizant of the inherent paradoxes that arise in self-references (Russell's paradox? I forget, though I know he addressed this at length in his discussions of set theory).

Thus we quickly run into a problematic wall, for it is one thing for the knower to know oneself, partially, incompletely, as part of what the knower perceives to not be the self, but as soon as this all-knowing entity attempts to refer to its own state of knowledge and being it then invites the paradoxes, the inextricable morass of apparent sense without comprehensible meaning. What happens when "cognition" stumbles upon the proposition:

"This sentence is false."

(which if false, is true)

We tend to attribute such paradoxes to the imperfections of language, and one might simply make a rule that it is improper syntax to use self-referential statements, but then the problem is we need self-referential statements, we use them extensively, meaningfully.

**Chris**: Such paradoxes are properly viewed not as static objects, but as dynamic alternations associated with a metalinguistic stratification that is constructively open-ended but transfinitely closed (note that this is also how we view the universe). Otherwise, the paradox corrupts the informational boundary between true and false and thus between all logical predicates and their negations, which of course destroys all possibility of not only its cognitive resolution, but cognition and perception themselves. Yet cognition and perception *exist*, implying that nature contrives to resolve such paradoxes wherever they might occur. In fact, the value of such a paradox is that it demonstrates the fundamental necessity for reality to incorporate a ubiquitous relativization mechanism for its resolution, namely the aforementioned metalinguistic stratification of levels of reference (including levels of self-reference, i.e. cognition). A paradox whose definition seems to preclude such stratification is merely a self-annihilating construct that violates the "syntax" (structural and inferential rules) of reality and therefore lacks a real model.

In other words, to describe reality as cognitive, we must stratify cognition and organize the resulting levels of self-reference in a self-contained mathematical structure called *Self-Configuring Self-Processing Language* or SCSPL. SCSPL, which consists of a monic, recursive melding of information and cognition called *infocognition*, incorporates a metalogical axiom,*Multiplex Unity* or MU, that characterizes the universe as a *syndiffeonic relation* or "self-resolving paradox" (the paradox is "self-resolving" by virtue of SCSPL stratification). A syndiffeonic relation is just a universal quantum of inductive and deductive processing, i.e. cognition, whereby "different" objects are acknowledged to be "the same" with respect to their mutual relatedness.

**Bill**: So, when this supreme cognition includes itself in what it knows, what happens? Perhaps it quivers and a black hole is created?

**Chris**: Quite the opposite. In fact, it transforms itself from a featureless (or more precisely, homogeneously self-similar) "cosmic singularity" to an internally variegated syndiffeonic relation, fractionating into layers of spacetime in a process called *conspansion* (materialcontraction-*qua*-spatial expansion). The associated logico-algebraic structure, SCSPL, reflects the cognitive structure of that "all-knowing supreme being" you mentioned. As one might expect, the theological ramifications are extensive.

**Chris Langan** Wed, 25 Oct 2000 12:09:46 CDT (135 lines) in reply to **Paul Kisak**

[Chris' itemized responses to Paul's numbered questions]

1. Do you contend that the Universe is better modeled as a dynamic object of a dynamic set, a static object of a static set or something else entirely?

**CL**: First, sets and objects are objectivized concepts and therefore merely *informational*; the subjective side of their existence has been wrung out of them. In contrast, the universe is*infocognitive*, which means that it is everywhere both objective and subjective. So sets are of limited value in describing the universe, at least as they are normally understood. Second, since time is a function of scale, the universe is both static and dynamic (depending on descriptive scale). From its own global vantage, the universe is timeless, or if you prefer, evolves in a single instant; from a local internal vantage like ours, it is dynamic. Equivalently, the ultimate laws of the universe are invariant and therefore timeless, while the internal states of the universe are dynamic and temporal.

2. My personal opinion regarding a definition of reality, would lean more towards the potential of known truths rather than the status of known truths, when attempting to develop cosmological models of our universe. Likewise I would agree that spacetime is self-generative; possibly at the thermodynamic expense of another similar set, system and/or dimension. At this point, I am uncertain as to whether or not the conceptualization of such a dynamic system is outside cognition in its entirety. Personally I visualize the attempt to render closure on such a modeling effort to be akin to the conceptualization that is required when intuiting a mathematical singularity. The math goes ballistic at the asymptote but verbal and other cognitive processes step into bridge the ever dwindling gap between the explanation/model and the understanding. Is it your belief and/or position that my presumption of this asymptotic gap is an everpresent illusion or that at some point the fundamental decomposition of matter (for example) will cease as we know it or evolve into a further division of energy quanta for instance.

**CL**: I agree that there is a kind of "asymptotic gap" between reality and nothingness where the laws of physics, like matter itself, break down. However, certain syntactic invariants will remain in place nevertheless. For example, certain features of logic must still apply - otherwise, there is no point to the logical exercise called "theorization" - and because logic defines our cognitive framework, this means that some degree of cognitive isomorphism still applies. To put it another way, only tautological systems like logic and cognition are capable of emerging from the background of pure potential, and the fact that such systems are tautological isolates them to the point of mutual irrelevance. This means that the best we can do is to start with what we are given in this reality and attempt to generalize it into the "asymptotic realm". Reality theory seeks a description of reality on its most basic, that is to say its most general, level. So if our local reality is asymptotically embedded in some kind of metareality, the purpose of reality theory is to describe the latter. But this description will to some extent describe our local reality as well; since the embedment of reality in metareality is analogous to that of a closed, self-contained subgroup in a larger group, reality and metareality will share the same systemic identity. The tautology persists (indeed, the hallmark of a real tautology is that you can't break out of it).

3. Do you think that such a model would transcend the current triad of philisophical taxonomies (axiological, metaphysical, epistemological)?

**CL**: Technically, metaphysics includes epistemology (along with cosmology and ontology). Because axiology, which has to do with values, extends to the "values" according to which a universe is created, it overlaps with metaphysics; in fact, since axiology is predicated on real contexts and reality is ultimately metaphysical, it can be regarded as wholly included in the metaphysical realm of discourse.

So it all comes down to the most basic and general science of all, metaphysics. In fact, since anything worth talking about assumably exists, and metaphysics contains ontology (the study of existence), we can rest assured that this will remain true.

4. Do you think that the basic laws of thermodynamics, as they are currently applied to the behavior of tangible systems, can have a direct corollary to intangible systems?

**CL**: The laws of thermodynamics are a subsyntax of the laws of logic and mathematics in terms of which they are expressed. So the question is, how does their generality compare to that of the overall reality-syntax - in how general a context can they reasonably be applied?

Well, whenever we have a system, we have a conserved systemic identity, and the conservation of an identity is always in a sense "thermodynamic". So the answer is "very general indeed". But where there exists a systemic stratification involving nested closed subsystems, we must be careful to observe the various levels of closure; we can't just excerpt thermodynamic relationships from the physical (or material) level of reality and apply them to more basic (hypothetical) levels.

5. Do you currently have a bibliography that is relevant to 'The CTMU'?

**CL**: Unfortunately, no. Due to the generality of the theory - the fact that a general theory of reality, it is designed to apply to everything real - a thorough bibliography would have to be quite extensive, and in any case, the theory contains certain mathematical ingredients that (to my knowledge) cannot be found in the standard literature. The fact is that while many books contain clues on how to construct a comprehensive theory of reality, there are no currently available books that include them all. On the other hand, since I prefer to work from first principles wherever possible, I'm not much for bibliographies anyway; we've reached the point in many disciplines where "keeping abreast of the literature" takes more work than synthesizing theoretical ingredients from scratch (as data access technology moves forward, this may change for the better). If you want to know how to *prepare* for the CTMU, I'd recommend a good history of Western philosophy (e.g. Russell); a good book on mathematical logic and formalized theories (e.g. Rogers); and a good book on general cosmology (e.g. Harrison).

6. Do you plan to publish a bibliography at some time in the future that pertains to 'The CTMU'?

**CL**: Only if I absolutely have to (see above explanation).

7. Could you make a bibliography that is relevant to your development of 'The CTMU' available?

**CL**: Those three books I mentioned might be a good start. The history of philosophy will inform you on the "state of the art" in reality theory, which (unfortunately) was reached several centuries ago with the still-unresolved dispute between Hume and Kant. The book on logic and formalized theories will inform you on the basic mechanics of reasoning and the criteria for constructing meaningful theories. And the book on general cosmology will inform you on the application of mathematics, and particularly algebraic systems, to observable reality. The rest you can infer!

**Chris Langan** Wed, 25 Oct 2000 15:00:45 CDT (102 lines) in reply to **"Vatayan"**

**CL**: Uh...yes. Well, Vatayan,I think you're making a mistake here. You're pointing to word usage, grammatical formations, styles of expression and so forth, but passing your judgment on content rather than form (which is actually what you're criticizing). See comments below.

**Vatayan**: Here we have strings of inferences and speculations that are carefully couched and put together with the implication that they mean more than they say. Notice the nature of the initial string of suppositions.

Because cosmic expansion SEEMS to imply that the universe began as a dimensionless point, the universe MUST have been created, and the creation event must have occurred on a higher level of time: cosmic time.

**CL**: You want to keep your eye on the ball here. These "suppositions" are shared by the wider community of scientists and philosophers, who subscribe to something called the *Standard Model*. What we're doing is establishing a basis for dialogue with that community by adducing an inference, namely cosmic expansion from an initial singularity, from a set of observations, namely cosmic redshift attributed to galactic recession, of interest to that community. The reason I write "seems" is that the CTMU offers a new set of inferences *distinct* from those of the Standard Model.

**Vatayan**: A speculation that only SEEMS to have validity is immediately is the IF. Based on the IF we have a THEN which MUST be real.

**CL**: See above remark.

**Vatayan**: (Langan writes) "Prior to the moment of creation, the universe was not there; afterwards, the universe *was* there."

This is speculation taken as final truth. The universe has also been speculated as existing perhaps in some state prior to the expansion events of the big bang. We should be extremely careful about supposing that our speculations offer final truth.

**CL**: Once again, I'm referring to a set of inferences shared by many members of the scientific community, not necessarily MY inferences. A close reading of this passage, not to mention the article, would have sufficed to make this clear to anyone without an axe to grind.

**Vatayan**: (Langan writes) "If the creation of reality was a real event, and if this event occurred in cosmic time, then cosmic time itself is real. This implies that cosmic time, and in fact reality, must have created themselves!"

Ifs and their implied implications once again turn into must haves.

**CL**: Wrong again. The "if's" refer to a chain of widely assumed conditions, and the "this implies" refers to a consequence following from those widely assumed conditions in light of other widely assumed conditions mentioned previously. But that's almost beside the point, because the CTMU conspicuously places no reliance on these widely assumed conditions to derive the given consequence. It relies on pure logic instead. Inasmuch as I'm busy describing that logic for dissemination to people who are truly interested in the theory, I don't think it's fair to insist that I repeat it all here.

**Vatayan**: (Langan writes) "The idea that the universe created itself brings a whole new meaning to bidirectional time, and thus to the idea that cognition may play a role in the creation of reality. As a self-creative mechanism for the universe is sought, it becomes apparent that cognition is the only process lending itself to plausible interpretation as a means of temporal feedback from present to past."

The apparent bidrectionality of time poses difficult questions as to the nature of perceived reality. Once again the speculation that is offered as to the meaning begins with an IF, proceeds to a MAY HAVE and then ends with being an ONLY PLAUSIBLE INTERPRETATION.

This method of discourse is repeated over and over. In the end we only have strings of speculation that show that the author is familiar with a great body of cosmology and has put out his own model. The difficulty I have with it is that it pretends to be more than a string of inflated inferences. It implies more than it actually delivers.

**CL**: Unfortunately, you're now making another bad assumption: that what is implied has not been delivered. In fact, it *has* been delivered (in other forums), and what we're doing here is merely notifying people of the theory's existence and offering a very brief description. In fact, I'm only participating because a buddy of mine posted the excerpt to which you refer without prompting from me, and I felt that Cafe Utne partcipants might appreciate a follow-up from the "horse's mouth". However, that doesn't mean that I have time for content-free discussions of my writing style.

**Chris Langan** Thu, 26 Oct 2000 16:08:21 CDT (132 lines) in reply to **Paul Saad** and **Johnny Asia**

**Paul Saad**: Just a small question. Is this science or metaphysics or something entirely different? Did not Spinoza try something very similar but from a different perspective?

**Johnny Asia**: That is a BIG question! I'm sure you'll get a good answer.

**CL**: Far be it from me to refuse such a friendly challenge!

Empiricists believe that knowledge of reality is based solely on observation or sensory input. Although they do not generally dispute the reality of rational conceptualization, they maintain that it is somehow "separate" from physical reality, and that only sensory experience can justify its physical application (thus, many empiricists subscribe to dualism). Rationalists, on the other hand, hold that because the senses can lie, sense data are always unreliable; thus, certainty is the exclusive province of logic and mathematics, and reality can be known only by "fitting" it to abstract logico-mathematical structures. In practice, most modern scientists adhere to a model-theoretic blend of these two viewpoints, rationalistically applying logic and mathematics to empirical data obtained through observation and experimentation. In the spirit of this dual allegiance, they avoid things that they (mistakenly) believe can be neither directly observed nor mathematically expressed...things like purpose, emotion and consciousness.

Like Descartes and Leibniz, Baruch Spinoza is considered to be one of the supreme rationalists of Western philosophy. As a true member of the breed, he believed that knowledge comes from logic and reason alone, and that real truth is obtained solely through the rational analysis of ideas without regard to observation, emotion, or arguments from authority. Accordingly, he presented his own rationalistic views as "geometrical" inferences, deducing theorems about reality in strict mathematical style from what he considered to be self-evident axioms (like a geometrician, he proceeded from definitions, axioms and postulates to propositions, demonstrations, corollaries and "lemmas" or intermediate theorems). Relegating empirical information to a merely suggestive role, he proposed to base science as well as theology on a rationalistic conceptual framework consisting of an axiomatic system from which the laws of reality can be deduced.

When applied in the context of religion, rationalism opposes the acceptance of beliefs that cannot be logically justified. For example, the Reformation was characterized by rationalistic challenges to such Christian doctrines as the Creation, the Flood, the Holy Trinity, the Incarnation and the Resurrection. In addition to being a scientific rationalist, Spinoza was a religious rationalist bent on devising a purely logical brand of theology. Thus, he is remembered for his attempt to devise a comprehensive theory of reality seamlessly combining logical theology with a rationalistic approach to science. Since this goal is philosophically inevitable, it is not surprising that the CTMU shares it. But despite the similarities between Spinoza's approach and my own, there are significant differences as well.

Because Spinoza was primarily concerned with religion and virtue, he brought God into the mix from square one, characterizing "God or Nature" as the one substance of which reality in general is composed. That is, he subscribed to a dual-aspect monism in which God, equating to Nature, possessed two aspects called *thought* and *extension*. Although thought and extension are to be understood in terms of the Cartesian distinction between mind and matter, Spinoza broke with Descartes in making God the basis of a *dual-aspect monism* instead of a third basic ingredient of reality. In the first part of his definitive work Ethics, he defines God as that outside of which "no other substance can be given or even conceived." While acknowledging this Divine Substance to have an infinite number of attributes, Spinoza insisted that human beings can know only two of them: thought and extension (ideic and spatial existence). That is, while stating that there is a one-to-many, and in fact a one-to-infinity correspondence between each attribute and particular things or "modes", he asserted that humans can know only those modes entailed by the two specific attributes in question. While ideas and bodies appear to human experience to be separate things, they are simply twin aspects of one Divine Substance.

Now let us review three facts. First, Spinoza's rationalistic outlook is logical in essence and therefore imposes on reality the consistency of reason. Second, Spinoza embraced dual-aspect monism, further stating that "The order and connection of ideas is the same as the order and connection of things" and thereby asserting the coincidence of thought (or idea) and extension (or physical reality). Thus, he believed that there is a sense in which mind equals or coincides with material reality, and thus that no part of material reality eludes "mind" in its distributed Deic sense...that the realm of ideas, which might be viewed as comprising the "syntax" of the Deic level of mind, is comprehensive with respect to reality. And third, Spinoza subscribed to a deterministic form of cosmic self-containment or closure, using the phrase "Divine Freedom" to refer to a kind of global Self-determinacy associated with a total absence of external constraint. (Note that Spinoza did not extend this freedom to human intentionality; he excluded contingency from the Divine Substance and its attributes and modes, equating it to mere ignorance of the true causes of one's actions.)

Enter the CTMU. The CTMU amounts to a metalogical reality-syntax incorporating three high-level principles or "metalogical axioms" corresponding to the above three elements of Spinoza's metaphysic. Although Spinoza long predated the study of formalized theories and could not avail himself of its mathematical machinery - machinery far more advanced than his tool of choice, ancient Greek geometry - the three formal attributes consistency, comprehensivity and closure turn out to be sine qua non for what we now refer to as a "Theory of Everything". Specifically, they are high-level syntactic attributes of the mathematical structure, Self-Configuring Self-Processing Language or SCSPL, in terms of which the CTMU explains reality. Thus, although Spinoza could not know how to precisely formulate or apply these three principles, we can say that his system was to some extent CTMU-like...a sort of "entry-level CTMU prototype".

But while there are other intriguing parallels between Spinozan metaphysics and the CTMU, the similarity is strictly limited by certain crucial points of departure largely predicated on several centuries of philosophical and scientific progress. For example, the CTMU regards what Spinoza called "Divine Freedom" as a distributed aspect of reality available to human agents by virtue of a new conception of spacetime structure. Next, while the CTMU is also a dual-aspect monism, it asserts that the basic substance of reality is "infocognition", a blend of information and cognition analogous to this new version of spacetime. And whereas Spinoza began with God as a primitive or "axiomatic" ingredient of reality, the CTMU defers all mention of God until a rational basis for His/Her existence has been laid by scientific reasoning from the metalogical axioms whose existence his work could only adumbrate. In fact, the CTMU uses these metalogical requirements to construct a whole new proof of God's existence.

There are other differences as well. But for now, suffice it to say that on the holodeck of the Enterprise, Baruch Spinoza and I would enjoy a mutually sympathetic discussion or two.

**Chris Langan** Thu, 26 Oct 2000 18:35:23 CDT (240 lines) in reply to **Nick Blyth, Don Carlos d'Espinosa**, and **Mackenzie Anderson**

**Nick Blyth**: Mmmm.. Why cognitive and not just information?, sorry if I'm being thick.

**CL**: Because you can't define information without implicitly including cognition, mechanical computation, or some other form of transduction in the definition (and vice versa). I.e., information and cognition are recursively defined in a medium called "infocognition". On the logical level, space and time are recursively defined in exactly the same way. That's how we achieve a monic, infocognitive explication of spacetime.

II

**Don Carlos d'Espinosa**: The argument, very roughly, goes like this:

1) The universe is 'self-created';

2) Our best example of a self-created process is cognition;

3) therefore, cognition is a model for the universe.

**CL**: Unfortunately, Carlos, that's wrong. (1) is correct. (2) should read "our only example" rather than "our best example"; in order to call something an "example", we must subject it to cognition, and by virtue of cognitive embedment, it is isomorphic to cognition and therefore cognitive (regardless of whatever other descriptions it might support). And technically, (3) should read "generalized cognition" instead of "cognition". As I've already stated, the universe is cognitive *up to isomorphism* with human cognition; beyond that point, it is cognitive only in a precise generalized sense, namely that of input-to-output transduction of information. Because generalized cognition logically embeds human cognition, it is necessarily even more powerful with respect to transductive potential.

**Carlos**: If I agree to (1) and (2), (3) does not follow. Cognition is only an analogy for the universe, and an analogy is not an explanation. However, I don't agree to either (1) or (2).

**CL**: Since you've got (2) and (3) wrong, responding to subsequent inferences is unnecessary. But for clarity's sake, let's do so anyway.

**Carlos**: (1) claims that the universe must be 'self-caused', i.e. a cause that caused all other causes. This argument goes at least as far back as Aristotle, and it's a traditional definition of God within Western theology.

**CL**: Yes, it's Aristotle's "Prime Mover" argument, and you're correct in asserting that it is a traditional definition of God within Western theology. Hence the theological implications of the CTMU.

**Carlos**: The Standard Model of the Big Bang attributes 'self-causation' to the universe itself. However, there's still legitimate controversy within the cosmological community over this:

Martin Rhees and Lee Smolin, two of the 'hottest' names, have both offered cosmologies which do away with the 'self-caused' character of the Big Bang, by suggesting that our universe is not the only one. There's no way to \_know\_ (i.e. empirically) if there are other universes, but there are good mathematical reasons to think so.

**CL**: And there are better mathematical reasons to think *not*, at least when it comes to incorporating them in an explanation of why this particular reality exists. What it comes down to is this: *reality by definition contains all that is real*. So in the widest sense of "reality", reality theory must explain genesis *within reality itself*. Rees and Smolin are merely avoiding this necessity by pushing the genesis problem back a step to some kind of "metareality". But we can easily rephrase our questions about genesis so that they refer to this "more basic" level of reality, and unfortunately, Messrs. Rees and Smolin are neither prepared nor equipped to answer those reformulated questions. The CTMU does not share this drawback. The reason: the CTMU is logically structured in a way that forces it to refer directly to the most basic and general level of reality, without speculative departures based on mere physical analyses of*material* reality. The fact that physics is embedded in logic should, perhaps, have clued these gentlemen in on the necessity to attend first to the logical structure of their theories and only secondarily to the associated physics.

**Carlos**: As for (2), I simply don't see how cognition can be 'self-caused'--even if 'strange loops' (a la Hofstadter) are employed in logic and other cognitive processes. Cognition coordinates sensory 'input' and motor 'output' (to use the computational model which is convenient, though misleading). There must be a world for cognition to work from and act on; no 'self' without a 'world'.

**CL**: Yet, if we begin by identifying *cognition* and *world* by saying that reality is cognitive, then cognition *has* "a world to work from and act on", namely itself. After all, in addition to acting on external input, cognition is primarily self-active; otherwise, it is incoherent and therefore non-cognitive in any integrated sense. When your brain undergoes cognition, its own neurons are processing each other's behavior by input-to-output transduction. It's all inside your brain, and that means that the macro-neuronal level of processing associated with your brain is self-contained *with respect to* your brain. This general reflexive relationship applies to any engine of cognition whatsoever...even the coherent wave functions of subatomic particles and the universes which contain them.

**Carlos**: Perhaps one might think of cognition as 'self-caused' insofar as the structure of the mind in the Kantian system is transcendental (i.e. not subject to categories such as causation). But it is difficult to defend Kant without having some response to the criticisms of 'post-Kantians' such as Hegel, Nietzsche, or Heidegger. (There are substantial disagreements between \_them\_ as well; I'm not suggesting that there is a single, coherent 'post-Kantian' position.)

**CL**: I'd be willing to make a considerable wager that I've got it all covered, at least in principle.

III

**Mackenzie Andersen**: I have no argument with what you are saying and I find that you have a great deal clarity. However I'm wondering why you haven't mentioned David Bohm, since in "Wholeness and the Implicate Order" (1980), he has already described an enfolding and unfolding universe using the descriptors implicate and explicate. He described "all that is" as "undivided wholeness in flowing movement", which seems to be what you are saying.

**CL**: The difference is that unlike Professor Bohm, I'm not using poetic license to gloss over the fact that I lack a comprehensive mathematical structure supporting my assertions. When Bohm appealed to his nebulous holographic analogy, he was merely hinting at SCSPL. Don't get me wrong; much of Bohm's work is very insightful. But to make his ideas work, you need a concept called "hology" predicating a distributed endomorphism from the overall informational structure of reality to every internal point of reality as cognitive syntax. This is what expresses the identity of information and cognition I've been referring to as "infocognition" - it's a key characteristic of SCSPL - and you need a whole new model of spacetime to define it. Furthermore, you need a lot of additional logical and mathematical apparatus that Bohm left out of his inspired speculations about quantum nonlocality. This additional apparatus resolves certain longstanding paradoxes to which Bohm apparently devoted little of his thought and energy.

**Mackenzie**: There is also a book called 'The Conscious Universe' by Robert Nadeau and Menas Kafatos, who also wrote 'The Non-local Universe' ( 1999). They likewise make the point that it can not be argued that scientific theory does not support the existence of God, although they acknowledge that it is interpretational. One can accept the philosophy of wholeness which out identifying such concept with the God concept.

**CL**: No, one cannot. It comes down to coherence; the wave function of the universe must be coherent in order for the universe to be self-consistent. Otherwise, it pathologically decoheres into independent and mutually irrelevant subrealities. Because the universe is both cognitive and coherent, it is a Mind in every sense of the word. "God" is simply a name that we give in answer to the unavoidable question "*Whose* Mind?"

**Mackenzie**: Paul Case, a recognized world authority on the Kaballa and the Tarot, describes the universe being created and sustained through self contemplation in his published meditations, 'The Book of Tokens" However in the Kabalistic sense it is not cognition which is responsible for creation, but desire. Personally it seems logical to accept that there is a consciousness which permeates everything, once one accepts the concept of wholeness, weather it be from the point of view of mystical oneness, or from the point of view of a single quantum system. If the parts have consciousness why would the whole of which they are a part also not have consciousness? The spooky action at a distance of paired photons supports the idea that the universe is conscious. However I don't know how the idea that only certain parts of it are conscious is supported. I have heard it said quite dogmatically that stones have no consciousness and I always wonder what this assertion is based upon. If stones have a consciousness but do not use it to communicate to humans or in any way, which is recognizable to humans, how would we know about it? The idea that they don't have consciousness is just an assumption. I do know from the subjective experience of holding stones in my hand that they have strong vibrational energy.

**CL**: We know that rocks are cognitive because we observe their molecules to interact, that is to say, effect mutual input-to-output behavioral transduction. That's the rock's very own "internal dialogue", and there is absolutely no valid reason to deny its cognitive nature. The rock even has a generalized sort of "desire" to self-interact; this "desire" is logically inherited from a global attribute previously described as the Telic Principle. Concisely, the rock self-cognites because its medium, namely the universe of which it is a part, self-cognites out of a "desire" to self-create. This "desire" corresponds to the ability of reality to internally *support* a desire for its own existence; like reality in general, it's a recursive function.

**Mackenzie**: If wave-particle duality can be applied to all that is, no matter how many universes that might include, in the sense that all that is becomes one complete quantum system, the implication is that there are at least three epistemologies involved, that of the wave and that of the particle, and that of the whole. Empiricism may be a valid approach from the perspective of the particle, alone, but when wholeness is taken into consideration the action of the wave has to be accounted for and that can not be known from the dualistic particle perspective. Which brings us to St John of the Cross-and his "infused meditation", which is the tradition of inspiration upon which religions have been born.

**CL**: In the CTMU, the decoherence of the quantum wave function is simply the conversion of a coherent or "cognitive" state potential, or wave, into actualized information, i.e. a particle, by cognitive interaction (radiative intersection) with another wave function. Wave and particle, cognition and information, alternate with stable identity in conspansive spacetime. On the limiting scale of reality as a whole, this says that the wave function of the universe is self-interfering and self-collapsing; the universe is an eigenfunction of its own teleological operator. This works ONLY in conspansive (CTMU) spacetime, where ingredients like the Telic Principle (already described) and the ESP (Extended Superposition Principle) allow the self-cognitive universe to self-select from a background of unbound potential defined on an utter lack of constraint (note the cybernetic terminology). Without these ingredients, reality theory ultimately falls flat.

**Mackenzie**: Of course wholeness can never be proved to the satisfaction of those who require empirical proof since one can never step outside of wholeness and observe it without creating a state of duality. This in a sense describes the creative function of self-contemplation.

**CL**: Yes, but it can be proven to non-empiricists by showing that empiricism is only half of the route to knowledge, and that the other half (rationalism) is the key to proof. (Although you'd never know it by talking to some "scientists", radical empiricism went out with Hume.) As for the rest, well enough said.

By the way, welcome to the Third Millennium AD.

**Chris Langan** Fri, 27 Oct 2000 15:57:02 CDT (190 lines) in reply to **Johnny Asia, Lucas,** and**Mackenzie Anderson**

Thanks, Johnny - see you next week!

**Lucas**: I haven't read everything in regard to your theory, but I personally feel that, the need for a new math for this notwithstanding, any real answers will finally be found between UFT and Chaos Theory. Frankly, I am relieved I'm not the person for that job!

**CL**: You're evidently talking about a lower order of explanation than that of the CTMU. Otherwise, you'd be neglecting a very important necessity: to explain the UFT and chaos theory themselves (in reality theory, one is not free to inexplicably parametrize an explanation; you have to regress to self-explanatory constructs, and neither UFT nor chaos theory fills the bill). To do *that*, you have to get down to the foundations of mathematics. But I agree that UFT and chaos theory are definitely a part of the larger answer.

**Johnny**: Maybe God is not a Being after all, but rather Being itself.

**CL**: Excellent. As we usually conceive of a "being", it requires a medium; specifically, a "being" usually exists in space and time. But an "Ultimate Being" must serve as its own existential medium.

**Mackenzie**: ...which still sounds quite a bit like what you have been talking about with your nested sets.

**CL**: I haven't been talking about nested sets; I've been talking about nested SCSPL sublanguages. There's a world of difference (some of which was explained earlier in this thread).

**Mackenzie**: You then say in order for SCSPL to work you need a whole new model of space-time to support it, - without describing that model. I'll take a guess, that what you mean is a form of simultaneous time in which space and time exist as a unity rather than as a complimentarity. I think such is implied whenever the concept of wholeness is discussed, including the Bohm's discussion.

**CL**: Close, but no cigar. When first conceived, the CTMU was heavily influenced by the mathematics of computation theory. Thus, what you call "simultaneous time in which space and time exist as a unity" is treated as a primitive form of parallel distributed processing (PDP) built into the structure of spacetime. Time is actually a higher-order sequential relationship of parallel-computative, to be generalized as "cognitive", domains. Bohm left this model-theoretic nicety out of his discussion. And regarding "what is implied whenever wholeness is discussed", there are those who would say that the entire universe is "implied" by a single electron. Unfortunately, to get credit for tracking such implications, one has to be more explicit.

**Mackenzie**: Next you go on to say that one needs a "a lot of additional logical and mathematical apparatus that Bohm left out of his inspired speculations about quantum nonlocality". However you have "glossed over" whatever apparatus that may be.

**CL**: I don't have time to spoon-feed the entire theory to the sort of casual reader who leaps to negative conclusions without even seeing it.

The concept of conspansive spacetime has been thoroughtly explained in *Noesis*, the journal of the Mega Society, to the readers of various email lists, and even to an editor of *Scientific American*. But I will give you a couple of important facts. In conspansive spacetime, it is more correct to say that you are *shrinking* than that the universe is expanding (the size of the universe is an "undefined absolute", i.e. externally immeasurable but invariant). And in conspansive spacetime, there are two levels of motion, one logical in character and the other algebraic...and neither is what you ordinarily think of as "motion".

**Mackenzie**: You close by saying "This additional apparatus resolves certain longstanding paradoxes to which Bohm devoted too little of his thought and energy." Which is a damn glossy statement. Who can possibly argue with "certain longstanding paradoxes" since you haven't given a clue as to what you are actually referring?

**CL**: The paradoxes in question are common knowledge among those familiar with this topic: *ex nihilo* cosmogony (how to get something, namely a universe, from nothing), the cosmological paradox of external embedment (how reality can exist without a medium to contain it), the arrow of time, and so on. Since all of these "reality paradoxes" are interconnected, Bohm could not achieve a complete resolution of the paradoxes of quantum collapse and nonlocality without resolving other reality paradoxes in the process. He didn't do that. But that doesn't mean I see no value in his work. In fact, I freely acknowledge his genius.

**Mackenzie**: Once again I can't understand what it is you are denying about the works of Robert Nadeau and Menas Kafatos. In fact I can not tell from what you have written if you have actually read their works.

**CL**: At the risk of looking like a barbarian, may I make a little confession? I've never read anything by either of these authors. But then again, my analytical approach doesn't seem to require it. Please bear in mind that as a nonacademic on a limited budget, I don't always have access to everything a given person thinks I should read. And then there's the time factor...

**Mackenzie**: I have to tell you, Chris, I much prefer Bohm's poetry, as exemplified in phrases like "undivided wholeness in flowing movement" to "cybernetic terminology". When one hears Bohm's phrase, one doesn't have to resort to Bohm's own personal dictionary with all of his personally invented words and concepts in order to understand what he means. His "poetic" phraseology communicates to a much wider audience because it uses generally understood words. I think this matters.

**CL**: Other than a couple of acronyms, I haven't used any neologisms in my posts here. I suspect that you may simply be unfamiliar with some of the mathematical terminology (isomorphism, endomorphism, sublanguage, etc.)...but in that case, you should avail yourself of a dictionary or two before criticizing my vocabulary. The down side of Bohm's poesy, which I can appreciate as much as you do, is that it doesn't explain the logical mechanics of the topic at hand; while his language captured some of the mechanics, it left some gaping holes as well. In formal reality theory, the logical mechanics are everything; poetry comes second.

**Mackenzie**: I disagree with you about your key to "proof". Imho, Rationalism and empiricism are functions of particle nature. Gnosis is the complimentary way of knowing, which is analogous to the wave function, which relates the particle to the whole.

**CL**: In the sciences, "knowing" equals definite cognitive modeling through observation and/or inference (compare "empiricism and/or rationalism"). While intuition and gnosis are more *direct* forms of cognition - and your assertion that they are associated with the wave phase of material cognitors happens to be very insightful - the "knowledge" thereby acquired can only be confirmed by scientific means. Since everything I contribute to reality theory is subject to scientific confirmation, I don't have the luxury of appealing to the intuition or gnosticism of my readers. Please bear this in mind the next time you find yourself tempted to deplore my less-than-poetic writing style.

**Johnny Asia**: You might enjoy the work of an acquaintance of mine, Chris King -self described nabi and biocosmologist.

**CL**: You bet I do! A scintillating website by a very insightful author. Make no mistake, the Transactional Interpretation is a very useful bit of reasoning, and Chris King is right on top of some of its implications.

**Lucas**: Chris, do you think that cognition does not require an observer (and that QM does not, a la Prigogine et al)?

**CL**: Better to say "the observer may coincide with that which is observed." In other words, subjective self-observation is just another way to say "cognition". Regarding QM, the best way to handle observation is to distribute it over that which is observed, i.e. to regard particles not only as measurables, but as *measurers*. That's implicit in their generalized cognitive functionability.

**Mackenzie**: However upon reading (Langan's post) again, it might be interpreted otherwise. I thought there was another place where he had made claim to an absolute proof but for the moment I can't find it. Perhaps I was mistaken...

**CL**: I most certainly *do* lay claim to an absolute proof of sorts. What I mean by "absolute" is precisely this: (1) you can't relativize your way out of it by changing the context; (2) finding it in error equates to destroying your own basis for inference. These criteria are built into the theory from the ground up using some very effective, that is to say ironclad, techniques. Logically, there is no way out. But don't take my word for it; wait for the book and then give it your best shot.

The ability to rely on blind faith is a wonderful thing. But it can also be an extremely destructive thing, and too often in the course of human history, it has been just that. The world is still full of people willing to kill (and die) for their beliefs...willing to destroy the planet and everyone on it for the sake of their faith. As long as they can continue to deny the existence of any "absolute truth" but their own - as long as they can hold their religious or political dogmas above the very laws of logic themselves - this perilous situation will continue to threaten our world. The CTMU aims to change all that, ultimately preventing the baser elements of humanity from continuing to risk our lives and welfare, and deprive us of our freedom, under cover of arbitrary anti-rational justifications devolving to blind faith.

You may not like this degree of "absolutism", and being a lover of intellectual freedom, I sympathize. But it's a logical universe, logic unavoidably constrains our view of reality, and that's the way it has to be. If I hadn't come up with the CTMU myself, it would eventually have been discovered by someone else.

Again, welcome to the New Millennium!

From **Chris Langan** to: **Don Carlos d’Espinosa** Thu, 02 Nov 2000 23:29:26 CST

**Carlos**: What I find objectionable is not the content of the CTMU model, since I lack the proficiency to judge it. I object, rather, to the cult of personality that surrounds men and women of “genius”. This “cultish” behavior entails at least the following: genius can only be recognized (i.e. measured) by other genius; if someone is a genius, what they say can only be refuted by another genius; if a non-genius expresses disagreement with a genius, or refuses to participate in the cult of genius, it can only be a result of resentment.

**CL**: At the risk of deviating from the main content of this list, I dislike intellectual snobbery as much as the next person (and to show that I put my money where my mouth is, I’ve worked many blue-collar jobs that most *soi-disant* “geniuses” wouldn’t touch). But make no mistake; geniuses *do* think more efficiently than most people – that’s what being a genius is all about - and it makes very little sense not to pay them at least a little extra attention. It’s amazing how many people who would never dream of trying to replace a star athlete at the plate or the free throw line think nothing of holding themselves “equal” to a certified genius when it comes to solving philosophical riddles. It’s as though they equate *philosophy* with *free-for-all*. Unfortunately, that’s a bad call.

**Carlos**: (Personal note—feel free to disregard): When I was five, I was given an IQ test. As a result, I was placed in a “gifted” program in grade school, and remained in it throughout primary and secondary school. In retrospect, I feel that the opportunities and resources made available to me through that program—teachers who actually care and have the time to devote to individual students, opportunities to develop my own interests, etc.--\_should\_ have been available to everyone. Maybe some of my fellow students would still have become burger-flippers or drug-dealers, but they should have been given a chance. Instead, some arbitrary test determined that I and a few others would be given what should have been given to all.)

**CL**: How true! But sadly, we do not have limitless educational resources, and this means that we must *maximize* the resources we have. Since the great bulk of human intellectual progress has been the work of geniuses, it seems more efficient from a survival-of-the-species standpoint to make sure that where geniuses are identified in the course of the educational process, they are provided with the resources to achieve their potential. Let’s try an analogy: if instead of first fueling the fastest and longest-range vessels in our exploratory fleet, we insist on evenly distributing a finite fuel supply among all of the vessels, what we may end up with is a fuel crisis halfway to our destination. Possible result: exploratory mission cancelled, new (cure, technology, energy source,…) cancelled, mankind cancelled, *et cetera*.

Paying special attention to gifted children can hardly be characterized as “penalizing” average children when the fruits of their inimitable labors may eventually prove to be the keys to human survival. In fact, such a characterization is groundless. For if ostensibly normal children succeed in distinguishing themselves within the ranks of the “average”, they can always be reclassified as geniuses or genius material and become the recipients of increased resources and attention. If a child can show uncommon intellectual ability in a gifted program, then he or she can certainly do so in a mainstream program…provided, of course, that the programs are conscientiously taught and administered. But that’s another problem entirely.

**Carlos**: As far as the CTMU is concerned, Langan develops one idea that I find rather interesting, although I would proceed differently than he does: a true TOE (Theory Of Everything, for those of you just tuning in) must necessarily be a tautology. What I find curious, however, is that he does not draw what I would consider to be the next step: that because a TOE is tautologous, it is useless and we should spend our time as scientists on something more interesting.

**CL**: This idea was specifically addressed in my brief essay *On Absolute Truth and Knowledge*. The idea that tautologies are inherently “uninteresting” is based on the obvious fact that if a piece of circular reasoning deals with only a small part of the world, then it can tell us nothing about other parts and in fact can mislead us by falsely purporting to universality. But this does not mean that tautologies are “useless”…not even close. In fact, propositional logic is a mathematical structure that consists of nothing *but* tautologies; they are its axioms and theorems. Thus, your statement translates roughly as follows: “Logic is useless.” How many intelligent people would agree with your hypothesis when thusly formulated? Probably not very many, which of course makes one wonder just who has been teaching this ridiculous platitude, and why, to the many people who seem to embrace it.

In fact, tautological logic is the most powerful tool in our intellectual arsenal, supporting the derivation of countless new logical expressions and embedding every past, present and future mathematical and scientific theory. Without it, we not only could not theorize about reality; we couldn’t even *observe* it. Without it, there would be no such thing as a mathematical proof. And without it, you wouldn’t even have a computer with which to register your philosophical views. The CTMU is a metalogical extension of logic designed to embrace reality in general, and as such, it *must* embody the reality-theoretic counterpart of a tautology called a “supertautology”. That you still don’t know what this entails is unsurprising, because it’s only one of a large number of original mathematical ideas that were necessary to formulate the extension of logic called a TOE (again, see [On Absolute Truth and Knowledge](http://web.archive.org/web/20020619055617/http://www.ctmu.org/CTMU/Articles/OnAbsoluteTruth.html)). But in any event, you can be sure that by the method of its construction, this metalogical extension of logic is even more powerful than logic alone. And that means “very powerful indeed”.

**Carlos**: On the other hand, the search for the Holy Grail that physicists *call* a TOE is really a theory that unifies general relativity and quantum mechanics.

**CL**: As does the CTMU, at least in part. But understanding how would require an advanced comprehension of conspansive spacetime. Suffice it to say that while the CTMU does not yet qualify as a Unified Field Theory, a UFT alone does not a TOE make, and those who *call* it a TOE are guilty of a misnomer. Rather, the UFT being sought by the physics community is something that can be well-formulated only in a *real* TOE like the CTMU, and until it is, it is in danger of unraveling like an old sweater due to deep cosmological and mathematical paradoxes threatening its foundations.

**Carlos**: Such a theory would be a theory of *everything*, and as such be tautologous, if we could also reduce psychology to biology, biology to chemistry, chemistry to physics, and physics to the TOE. Contemporary complexity theory, as I understand it, gives us reasons for rejecting reductionism. Now, it is possible that complexity theory itself could be reduced to a TOE—in that case, the TOE might very well ‘encompass’ everything, although in a holistic rather than reductionistic sense.

**CL**: In fact, complexity theory is a disconnected set of mathematical vignettes that scarcely merits description as a “theory”. Part of the motivation behind the CTMU was to provide the field of “complexity” with a more coherent theoretical framework (this goal has been at least partially realized).

**Carlos**: Here the connections between CTMU and Spinoza’s conception of God (God as the one substance that truly exists) are again evident, although I’m not sure it’s a model of God that the traditional (i.e. Judeo-Christian) believer would find compelling.

**CL**: Believe it now or believe it later; the choice is one’s own to make. The only point *I’m*trying to make at the present time is that as soon as one subjects the *God* concept to true logical reasoning, it’s CTMU time. And although I can already hear the howls and imprecations, I’ll add a little something for the sake of honesty: there is no (logical) escape. But if you haven’t been following my explanations to date, then I’m afraid that’s just another piece of friendly advice.

**Carlos**: Suppose however, that we develop a TOE which does indeed explain everything (whether this is the CTMU or some other model), and this we call “God”. Is this really an explanation of *anything*? Or, rather, is it that because it encompasses *everything*, it actually ‘explains’ nothing, because there is nothing outside of it in which it is explained? Would it not then be, not the ultiimate explanation, but the *limit* (or end?) of all explanation?

**CL**: A TOE would be the “end” or “limit” of logical explanation only with respect to generality. With regard to observable specifics that are not completely determined by its limiting generalities, it would remain “internally open” despite its algebraic closure, and therefore thermodynamically able to accommodate new information. Again, that’s a function of conspansive spacetime, which is a direct consequence of the CTMU’s supertautological structure.

**Carlos**: The reason why mysticism explains nothing (as the advocates of Enlightenment rationalism claim) is because mysticism is not an explanation, but something entirely different. The failure of the Enlightenment lies in this: not that they failed to perceive something which can be explained, though perhaps not in scientific terms, but that they failed to see that explanation is not the end of the matter. There can be light if there is also darkness; there can only be explanation if there is also mystery.

**CL**: Quite so. That’s why there is plenty of room within the CTMU for new mysteries and new explanations.

From **Chris Langan** to: **Lucas** Thu, 02 Nov 2000 23:34:16 CST

**Lucas**: Well, Chris might be right. I didn’t really see any math to check. Did I miss something? I’m sure Eva is qualified to check it, as are Ted, Simon, Dan WS and a bunch of other folk here. I have tried to forget all that stuff, myself, but have dusted off a book or two since Simon put me up to reading Prigogine’s “End of Certainty” business.

**CL**: Actually, it’s *all* mathematics, mainly advanced logic including a lot of model theory and algebra. I’ve just been putting it in a such a way that readers with no math background can understand it with minimal effort. Although people sometimes complain about the lack of awe-inspiring strings of mathematical symbols in my explanations, I’m actually being exceptionally considerate by omitting them. For example, while many people are “familiar” with Kurt Godel’s undecidability theorems due to popularizations following their introduction, very few people are actually able to sort through his original mind-boggling sequence of cumulative mathematical definitions in symbolic notation. If Eva is one of those people and thinks she’s qualified to check or critique my work, I welcome her attention. But she’d better be thorough and correct in her judgments, because when she’s finished, I’ll critique her critique…and with all due respect, I usually come out on top in the event of conflicts (academic credentials never seem to play a meaningful part).

From **Chris Langan** to: **Mackenzie Andersen** Fri, 03 Nov 2000 08:49:22 CST

**Mackenzie** (first quoting Gina LoSasso): “Chris exhibits the utmost patience in responding to every sincere question that is put to him, and is happy to continue the dialog as long as content remains the focus.”

This discussion changed it’s form after Chris left. Imho, he wasn’t willing to answer questions put to him. It’s seems he was here to recruit people to join his own discussion forumn, not as an equal member of this one.

**CL**: Unfortunately, this isn’t quite correct. Vatayan began relieving himself of bigoted absurdities, and you (Mackenzie) started accusing me of paying criminally short shrift to David Bohm, *before* I withdrew. There were other impolities as well. Please, there’s no point in discussion unless we stick to the truth.

From **Chris Langan** to: **Lucas** Fri, 03 Nov 2000 10:25:23 CST

**Lucas**: Tautologies are generally thought of as useless because they can only be defined in terms of the+mselves, e.g., if you define “consciousness” as “awareness,” that’s a tautology, and it has to be since there really is no other way to define consciousness except to use other words that mean the same thing.

**CL**: Good point about the self-definitive nature of tautologies; in effect, they are recursively defined. (Notice that through the conceptual intersect of tautology and recursive definition, tautology is related to the more “practical” mathematical realms usually associated with recursion). Unfortunately, when we theorize about reality in general, tautology is the *name of the game*. That’s because “reality” is a universal autologous (self-descriptive) predicate that is self-contained and therefore needful of some enlightened circular reasoning. This can easily be proven by contradiction: if there were anything outside of reality that were *real* enough to affect it in any *real* way, then it would not be “outside” of reality, but an integral *part* of reality (QED). Ergo, it is an analytically demonstrable fact that we can reason about reality only in a self-contained or “circular” fashion. But don’t let this get you down; algebra in its entirety, including arithmetic, geometry, calculus and every other branch of mathematics, is based on circularity or “closure”. In fact, circularity is ultimately the *only* valid basis for mathematical and scientific reasoning.

**Lucas**: So you go round and round, but never really get anywhere. That’s what Carlos meant by such arguments finally being useless, I think, no matter how elegant or how detailed they might be.

**CL**: See above response.

**Lucas**: As I stated from the beginning, I rather agree with Chris, but there is no escaping that Carlos is correct regarding the above and that Eva, Tim and others are correct as well: there’s no way to check it …no observational point. Of course, Chris admits that from the start.

**CL**: Not quite. We have just escaped from Carlos’ reasoning, and can continue to do so *ad infinitum* no matter what might be added to it. As shown above, circularity is ultimately the whole story in science; the illusion of openness is something that we can enjoy only in specific localized contexts. The “problems” with circularity arise only when claims of generality are erroneously made for circular contexts that turn out to be nongeneral (which can’t happen here; in the above proof-by-contradiction, we saw that the “claim of generality” associated with a supertautology is analytically based on the recursive definition of reality itself).

While tautology has gotten a bad rep because circular rationalizations have too often been erroneously mapped onto parts of reality that didn’t really afford them a model, logical and metalogical tautologies are absolutely universal and do not share this risk. Don’t be misled by the pontifications of your high school teachers *et al* regarding the impossibility of meaningful tautological reasoning in science; if a given piece of scientific reasoning is logically correct, then it ultimately *has to be* tautological on the propositional level. As a quintessential case in point, the CTMU supertautology has plenty of ramifications that end up expressing themselves in terms of nonlogical, “nontautological” symbols and their associated mathematical machinery. But until we can break through certain fundamental misunderstandings about the role of tautology in science, there is no point in discussing them at length.

# Discussion between Christopher Michael Langan and Russell Fred Vaughan, Ph.D.

***Part I***

**RFV**: I've been meaning to begin a dialog with you that would help us both understand each other better. Bob Seitz thinks most highly of you and such a friend is the best recommendation a man can have in my book. I would be foolish not to know you better than I do with you being only an e-mail away.

What I'd like before attempting any major intellectual challenge like your CTMU -- that I would like to get into later after I have some background -- is to compare our perspectives on various topics without the public displays and distractions of being on the list. If you have any questions about my leanings on any topic, please let fly with questions and I'll answer them as straight-forwardly or as stupidly as I happen to hold my opinions. I would like to discuss them in such a non-confrontational way -- and slowly so that it sinks in. I will be as intellectually fair with you as it is possible for me to be. I do find it easy to acknowledge others ideas but that does not mean that I have none of my own that I would deny having had before a conversation. I am personally not nearly so worried about my own ideas as I once was, but naturally we all have some level of paranoia with regard to such things. I hope we can converse in such a way that you are always convinced of my good faith in this regard. Assurances are best proven rather than stated.

**CML**: Of course. I share and appreciate your willingness to progress towards mutual understanding. I know that some of my ideas look somewhat strange from a conventional viewpoint, but they're not lightly formulated, and I always welcome a chance to explain the underlying logic.

**RFV**: If there's a different agenda or different approach to this one that is better, then let's do it! But in the mean time could we investigate one of the questions that I have that seems to involve a major difference of opinion between us.

I happen to think that one cannot "know" the world without data and that our most abstractly generalized notion of the world must be based on inductive reasoning from that data. Having developed a generalized notion or theory one can then deduce specifics that are warranted (and our theory is only warranted) to the extent that these deductions map to actualities. It is my impression that you hold a somewhat different

opinion or place emphasis differently within such a scheme.

Teleological arguments are not something I think should be tossed out without consideration, but I do have much more skepticism with regard to them. However, I hold (what can only be called "faith") that the ultimate physical theoretical solution will ahve a "necessity" about it which is very convincing -- sor of Einstein's "God would have done it

this way!"

**CML**: I agree that we can't know the world without data. But since we necessarily receive and interpret these data mentally, they provide important clues about our mental structure. The idea that this mental structure shapes the phenomenal world has been known since Kant; the CTMU simply pushes Kant's ideas to their logical conclusion, dealing directly with the relationship between mind and reality.

**RFV**: Could we just talk about this topic quite narrowly for a beginning. That is, unless you have a question of me or a different agenda.

**CML**: Sure! No problem.

**RFV**: Thanks in advance for whatever this engenders.

***Part II***

**RFV**: >> I agree that we can't know the world without data. <<

Ok. That one's out of the way:) "But since we necessarily receive and interpret these data mentally, they provide important clues about our mental structure." Obviously this is the big swinging door:) Obviously on the one hand we have photons and on the other complex ideas. Perceptions are somewhere between.

**CML**: There's the first catch. Your clear distinction between photons and ideas is not globally valid, but a provisional convention. Photons have a general abstract existence as well as a specific physical one. This is what happens when you embed physical reality in a space of abstractions in order to theorize about it; real objects necessarily conform to more or less exact configurations of an abstract distributed syntax. Since there's no way out of this requirement, it's pointless to theorize about photons without admitting it from the outset. A theory that doesn't is nothing but an oxymoron; it contains an implied logical inconsistency from jump street and invalidates itself.

**RFV**: I never want to underestimate you, but at the same time I want to be sure that something that I happen to know that I consider relevant is known to both of us. So, let me just ask. Are you aware of biophysics studies by Hoffmans (and probably others later) demonstrating the development of Lie groups (as in the Norwegian mathematician) in the neurons between the eyes and the brain which effect the transformations of rotation, translation, etc. outside of the brain?

**CML**: If we examine a brain under a microscope, we see neurons and synapses. A neuron is either firing or not; its state is either 1 or 0, corresponding to the truth values of 2-valued logic. If we think of a neuron as a "brain quantum", we get a brain quantum, and therefore a brain, conforming to 2VL. Nothing that cannot be expressed in this 2VL

language can be formulated within the brain (or any larger neural system including, e.g., optic neurons), including nondiscrete mathematics (e.g., continuous Lie groups). On the other hand, anything that can be formulated in this language can be cerebrally formulated. The exact location of visual transformations is beside the point; the neurons that effect them are still "microbrains" obeying a 2VL "mental syntax". In this sense, visual transformations are still "mental" in character even when they occur outside the brain.

However, although Hoffmans' research sounds familiar, I'd appreciate a web source (if available).

**RFV**: These capabilities are staged in development with the shape size transformations not being completed until around the age of eight? The reason I bring this up is that one actually takes a tremendous leap from photons upon the eye to "perception" to the brain without any mental operations whatsoever. Perhaps a newborn has to work the problem from beginning to end, but it's simplified for us. This also, of course, gives us "theory-laden data from the outset:) And these transformations can fail to be developed properly if eyes are crossed and not 'fixed" until after that particular transformation is "programmed," etc..

**CML**: Again, when you say "mental operations" in a CTMU context, you're talking about a generalized form of mentation (not just the mentation of a human brain). Since a photon and a brain both transform information, albeit on different levels of complexity, they are both "mental" in nature. In other words, you seem to be making an a priori semantical distinction between levels of information transduction - the levels represented by a brain and a photon - and (again on an a priori basis) assigning "mental" status to only one of them. There's no scientific basis on which you can do that; it amounts to anthropocentrism. What we seek in any scientific context is a distributed formulation of reality that applies inside the brain as well as without it, and although the terms "mental" and "brain" are often assumed to be associated, this need not be exclusively so.

Where the universe is described as existing within an abstract space with exhaustive mathematical structure - a kind of self-distributed Platonic protouniverse - everything employs this structure as transductive syntax up to isomorphism with the intrinsic structure of the transducing object. But the intrinsic structure of an object need not be directly observable, for the simple reason that it's distributed and thus cannot be locally discerned by observation. The intrinsic syntactic ("mental") structure of an object can only be inferred from its behavior, which is where a need for data enters the picture. In other words, something doesn't have to have observable structural complexity to have a complex behavioral syntax; if it did, then the theory of so-called "elementary particles" would be free of mathematical complexity.

**RFV**: >> The idea that this mental structure shapes the phenomenal world has been known since Kant; <<

So to what extent does/can the "external world" shape the mind, i.e., affect its programming? Certainly there must be some of that going on within the brain as well, mustn't there?

**CML**: Of course. But to achieve a closed-form theory of reality, we need to admit that this "shaping" or "programming" process is mutual. That's why the CTMU employs a model of spacetime in which mind programs universe even as universe programs mind.

**RFV**: >> the CTMU simply pushes Kant's ideas to their logical conclusion, dealing directly with the relationship between mind and reality. <<

Let us hold off a bit longer on this till we have a common understanding of percepts.

**CML**: In the conventional model, percepts are objective observables that actively imprint themselves on, and thereby shape and determine, the passive mind and its internal processes. But a more general (and therefore more scientific, less tautological) description of percepts portrays them also as having a subjective perceptual aspect that is identified, at a high level of generality, with the Creation Event itself. This is just an extension of Wheeler's Observer Participation thesis ("only intelligent entities are observers") to physical reality in general ("everything is an observer", with the caveat that it's still possible, and indeed necessary, to reserve a special place for intelligence in the scheme of things).

The surprising part, in my opinion, is this. This reduction of all reality to simultaneously active and passive "infocognition" amounts to defining reality as did Hume...as pure experience ("infocognition" is just a technical synonym of "experience" that opens the concept up to analysis from the dual standpoints of information theory and cognition or computation theory). Thus, the Kantian mind-matter distinction, as embodied in the term "infocognition", is simply distributed over Hume's experiential reality by synonymy, bringing the metaphysics of Hume and Kant into perfect coincidence.

***Part III***

**CML**: Let's see if we can cut to the chase here.

Suppose you're wearing blue-tinted glasses. At first, you think that the world you see through them is blue. Then it occurs to you that this need not be true; maybe it's the glasses. Given this possibility, you realize that you really have no business thinking that the world is blue at all; indeed, due to Occam's razor, you must assume that the world is chromatically neutral (i.e., not blue) until proven otherwise! Finally, managing to remove your glasses, you see that you were right; the world is not blue. This, you conclude, proves that you can't assume that what is true on your end of perception (the blue tint of your lenses) is really true of reality.

Fresh from this victory of reason, you turn to the controversial hypothesis that mind is the essence of reality...that reality is not only material, but mental in character. An obvious argument for this hypothesis is that since reality is known to us strictly in the form of ideas and sensations - these, after all, are all that can be directly "known" - reality must be ideic. But then it naturally occurs to you that the predicate "mental" is like the predicate "blue"; it may be something that exists solely on your end of the process of perception. And so it does, you reflect, for the predicate "mental" indeed refers to the mind! Therefore, by Occam's razor, it must be assumed that reality is not mental until proven otherwise.

However, there is a difference between these two situations. You can remove a pair of blue sunglasses. But you cannot remove your mind, at least when you're using it to consider reality. This means that it can never be proven that the world isn't mental. And if this can never be proven, then you can't make an assumption either way. Indeed, the

distinction itself is meaningless; there is no reason to even consider a distinction between that which is mental and that which is not, since nature has conspired to ensure that such a distinction will never, ever be perceived. But without this distinction, the term "mental" can no longer be restrictively defined. "Mental" might as well mean "real" and vice versa. And for all practical purposes, so it does.

A theory T of physical reality exists as a neural and conceptual pattern in your brain (and/or mind); it's related by isomorphism to its universe U (physical reality). T<--(isomorphism)-->U. T consists of abstract ideas; U consists of supposedly concrete objects like photons (perhaps not the best examples of "concrete objects"). But the above argument shows that we have to drop the abstract-concrete distinction (which is just a different way of expressing the mental-real distinction). Sure, we can use these terms to distinguish the domain and range of the perceptual isomorphism, but that's as far as it goes. For all practical purposes, what is mental is real, and vice versa. The T-U isomorphism seamlessly carries one predicate into the other.

Now let's proceed with your questions.

**RFV**: >>>> But since we necessarily receive and interpret these data mentally, they provide important clues about our mental structure. <<<<

>>> Obviously this is the big swinging door:) Obviously on the one hand we have photons and on the other complex ideas. Perceptions are somewhere between. <<<

>> There's the first catch. Your clear distinction between photons and ideas is not globally valid, but a provisional convention. <<

I knew there'd be a catch here somewhere:)

I'm treading lightly on "photons" now, OK? Maybe we should accept a continuum between these? Or doesn't that work either? I can remain "provisional" on photons for a little while yet.

**CML**: No. Photons are at once abstract and concrete. In fact, the distinction might as well not even be discussed, because it's oxymoronic (as shown above).

**RFV**: >> Photons have a general abstract existence as well as a specific physical one. <<

OK, take me through this one gently:) I don't think I'll have a problem here if this level of abstractness involves alternative equivalent representations prior to collapse of a wave function or something like that. What do you have in mind here?

**CML**: As explained above. Or if you prefer, assume that a photon has no abstract existence. Then since ideas are abstract, it corresponds to no idea. But you know the world through ideas. So for you, a non-abstract photon has no existence. But you're discussing photons that exist. So the photon you're talking about is abstract (as well as concrete).

**RFV**: >> This is what happens when you embed physical reality in a space of abstractions in order to theorize about it;... <<

Now are we supposing that our "physical reality" is but one in a space of all possible realities? And then what is "a" reality in this case? An instantaneous snapshot of "all things?"

**CML**: No. It's a self-perceptual system with a combined abstract and concrete nature (as explained above) that possesses closure with respect to other realities.

**RFV**: >>... real objects necessarily conform to more or less exact configurations of an abstract distributed syntax. <<

Please do not get impatient with me here. I \*really\* do not understand what you mean by your words without definitions and explanations and you are being very patient so far.

In what sense do you mean "more or less" exact configurations? Further, and maybe with a little more detail, what does "an abstract distributed syntax" mean to \*you\*? And how have we concluded that "real objects" "necessarily conform" to such a thing. These are major leaps - perhaps not for you, perhaps not for anyone you might hope I were, but for \*me\* they are \*major\*! "Necessarily" implies to me that it should be self-evident since it could be no other way (at least after I understand it). "Conforms" is a verb one doesn't usually see in this context, so I assume you mean to imply that there is an insomorphism that could be established between real objects and such a more orderly abstract structure. If that's what you mean, I'm with you. If not, > > please provide a little remedial instruction:)

**CML**: If we form a theory of some aspect of reality, it may or may not be correct (i.e., it will be "more or less exact"). But even if not, we can be sure that the correct theory will conform to our mental structures, since otherwise we won't be able to create a conceptual isomorphism with it (and that's what a theory is). A "syntax" is to be interpreted as any set of structural and functional constraints applied to any system. A syntax takes the form of general information and is implemented by generalized cognition.

**RFV**: >> Since there's no way out of this requirement, ... <<

I understand that idealization at some level is required to theorize about anything if that's what you mean.

>> it's pointless to theorize about photons without admitting it from the outset. <<

If you mean that I must suspend belief about what a photon is until the theory is completely understood, that is no problem since no one else knows what a photon is yet in its fullest sense either.

**CML**: A photon is a configuration of the syntax of reality; as already explained, that's assured. It's also assured that a photon is at once abstract and real.

**RFV**: >> A theory that doesn't is nothing but an oxymoron; it contains an implied logical inconsistency from jump street and invalidates itself. <<

This last sentence seems to break with what I understood we were talking about. I thought we were addressing provisionality of what a photon "is" and the fact that "real objects" must be abstracted into a more formal structure in order to theorize. I buy that, but I have not yet considered the class of theories about such real objects. But if you are meaning to imply that a theory that begins with a preconceived notion about an object (say photon) it won't be of much use with regard to clarifying what a photon is, I can buy that. But, there are hierarchically ordered theories for which it might work just fine. We are not hot on the trail of one of that kind I presume:)

**CML**: Again, the combined abstract/real nature of a photon is not provisional, but given from the outset. It's only the exact corresponding configuration of reality-syntax that remains a mystery (and in a sense, not even that).

**RFV**: >> ... continuous Lie groups). On the other hand, anything that can be formulated in this language can be cerebrally formulated. The exact location of visual transformations is beside the point; the neurons that effect them are still "microbrains" obeying a 2VL "mental syntax". In this sense, visual transformations are still "mental" in character even when they occur outside the brain. <<

I have no disagreement with any of this but the 2VL. Neurons are not limited to 2VL types to my understanding -- they may be quite analog computer-like, in which case I don't know where 2VL fits into this scheme. I noticed that you placed a lot of credence on distinctions with this kind of logic, and that was actually the next area that I

wanted to question you about your background assumptions. So maybe you could tip-toe through some of this for me.

**CML**: Analog computers are as bound by 2VL as are digital computers; an analogy either exists (1) or not (0). All distinctions are 2VL; one thing is either distinct from another (1) or not (0) on a given level of definition. Since information consists of distinctions - constraints differentiating one thing from another - information is 2VL. Since theories consist of information, theories are 2VL. And since theories are isomorphic to reality, reality is 2VL. There is no escape...no crack in the stone of truth versus falsehood. Even to explain why there might be, you would be forced to resort to 2VL...and your putative exception would be embedded in 2VL by fiat.

**RFV**: >> However, although Hoffmans' research sounds familiar, I'd appreciate a web source (if available). <<

I have a couple of copies of papers circa 1965 around here somewhere. Come to the shindig next summer and I'll find them for you:)

**CML**: Hey, I'm 3,000 miles away! But I appreciate the invite. Maybe if I make a lot more money than I have now, I'll surprise you and show up.

**RFV**: >> Again, when you say "mental operations" in a CTMU context, ... <<

That was why I wished to remain outside that context until I get some background that presumes none of CTMU. Any word I use for now will be a lay definition term except as our mutual backgrounds accommodates more extensive terminology. I can't do this any other way, I'm sorry. It's just a limitation I have.

**CML**: As explained in the preface, mental operations cannot be distinguished from real operations except in a provisional way. That's what I mean by "a CTMU context". It's given a priori.

**RFV**: >> ... you're talking about a generalized form of mentation (not just the mentation of a human brain). Since a photon and a brain both transform information, albeit on different levels of complexity, they are both "mental" in nature. <<

I have no problem with this in general and the existence of levels of consciousness as other that human mental operations is something I can readily accept. A photon? I don't know, what's the information? Blue?

**CML**: Actually, the example of a photon is problematic for reasons too advanced to cite here. But for now, let's just say that a photon transforms the state of an atom by causing an electron to jump from one orbit to another. Even more basically, it "transforms its own coordinates" as it "moves" (due to the CTMU conspansive model of spacetime, the quotation marks are necessary). Atomic states and position coordinates are informational.

**RFV**: >> In other words, you seem to be making an a priori semantical distinction between levels of information transduction - the levels represented by a brain and a photon - and (again on an a priori basis) assigning "mental" status to only one of them. <<

I did in fact. And now I think I'm a little more in tune with where you are in this.

**CML**: Sounds promising.

**RFV**: >> There's no scientific basis on which you can do that; it amounts to anthropocentrism. <<

No need to disagree here since we don't, but I'm not sure that those who do disagree might not consider their approaches scientifically palatable:)

>> What we seek in any scientific context is a distributed formulation of reality that applies inside the brain as well as without it, ... <<

Whoa! Now here is another \*big\* hop. I, for example, have never presumed so great a scope for limited scientific endeavors. Let's leave this one for now unless there is some brief clarification that lessens the hurdle for me now.

**CML**: What I said is an implication of the scientific method, and specifically the experimental replicability criterion. If an experiment is replicable, then it can be repeated anywhere in spacetime provided the proper conditions are present. The possibility of the existence of those conditions at any point in spacetime, given the presence of supporting conditions, means that it is "distributed over spacetime" (but in a conditional way). Because all scientific truth is obtained by the scientific method, it conforms to this description; it has a conditional distributed formulation. This relates to the concept of spacetime homogeneity...its a logical necessity of meaningful theorization.

**RFV**: >> and although the terms "mental" and "brain" are often assumed to be associated, this need not be exclusively so. <<

Absolutely with you here.

>> Where the universe is described as existing within an abstract space with exhaustive mathematical structure - a kind of self-distributed Platonic protouniverse - ... <<

I know I'm breaking this sentence apart, but it's necessary for me to do so. I understand the agenda of the first part of this sentence, but I get confused here:

>> everything employs <<

What do you mean here? Do you mean for example that any analysis of the universe necessarily employs the mathematical analog of the universe? I think so and if so, I buy that.

**CML**: No, it goes even farther. Any material object or field has intrinsic mathematical structure that acts as a "syntax" to process information (e.g., the photon described above). Again, it goes along with the absence of an absolute distinction between the abstract (syntactic) and concrete sides of reality.

**RFV**: >> this structure as transductive syntax up to isomorphism <<

The isomorphism between universe and mathematical structure is, of course, all that can justify the the approach, but...

>> with the intrinsic structure of the transducing object. <<

Now this I have problems with. This says that the fact (which I accept but some would doubt) that we can create an isomorphism between the universe and a mathematical model necessarily implies that the agent that can do this must have a structure isomorphic to the universe as well. That requires some very critical thought. Let me do it.

**CML**: Let me save you some time. The isomorphism is given on a de facto basis. Indeed, it follows from the preface.

**RFV**: >> But the intrinsic structure of an object need not be directly observable, for the simple reason that it's distributed and thus cannot be locally discerned by observation. <<

No problem here.

>> The intrinsic syntactic ("mental") structure of an object can only be inferred from its behavior, which is where a need for data enters the picture. <<

Very definitely. But here you need an extreme amount of data it would seem to me and i don't know off the top of my head that I can think of what kind of data would justify such a claim. It strikes me somewhat of the "I can test of 4 sigma, therefore I are one!":) A test would be good:)

**CML**: Remember, theories are made to be superseded by better theories; data can always be extended. Only tautological self-distributed systems possess "certainty". That's why we can be so sure of the 2VL component of reality syntax. Theories generally aren't so ironclad.

**RFV**: >> In other words, something doesn't have to have observable structural complexity to have a complex behavioral syntax; if it did, then the theory of so-called "elementary particles" would be free of mathematical complexity. <<

Ah, but regularity ought not be confused with simplicity.

**CML**: True enough.

**RFV**: >>>> The idea that this mental structure shapes the phenomenal world has been known since Kant; <<<<

>>> So to what extent does/can the "external world" shape the mind, i.e., affect its programming? Certainly there must be some of that going on within the brain as well, mustn't there? <<<

>> Of course. But to achieve a closed-form theory of reality, we need to admit that this "shaping" or "programming" process is mutual. That's why the CTMU employs a model of spacetime in which mind programs universe even as universe programs mind. <<

We're going a little ahead of my schedule here, but let me address the "If a closed form exists, then..." What makes you jump for such a solution. Don't get me wrong, I like closed form too, but one usually adapts ones desires to the problem. I guess...never mind:)

**CML**: The discernability and stable identity of objects within the universe can be shown to imply that the universe is informationally closed in the following sense: it is possible to distinguish that which it contains (reality, perceptions) from that which it does not contain (unreality). I.e., there's an "informational boundary" separating that which the universe includes from that which it excludes, and this boundary is what is "closed". No closure means no boundary means no information.

**RFV**: >>>> the CTMU simply pushes Kant's ideas to their logical conclusion, dealing directly with the relationship between mind and reality. <<<<

>>> Let us hold off a bit longer on this till we have a common understanding of percepts. <<<

Still hold off a little. I'm sure it will do us well.

>> In the conventional model, percepts are objective observables that actively imprint themselves on, and thereby shape and determine, the passive mind and its internal processes. <<

Yes.

>> But a more general (and therefore more scientific, <<

We have somewhat different definitions of "scientific."

**CML**: Again, "scientific" means replicable, replicable means distributed, and distributed means general. Moreover, science carefully excludes false tautologies, or circular but nongeneral forms of reasoning.

**RFV**: >> less tautological) description of percepts portrays them also as having a subjective perceptual aspect that is identified, at a high level of generality, with the Creation Event itself. <<

You mention "description;" that is the key word. How are percepts best \*described\*? Data is needed here too it seems to me.

**CML**: Description can here be considered synonymous with "theory", and thus related to perception (data) by isomorphism.

**RFV**: >> This is just an extension of Wheeler's Observer Participation thesis "(only intelligent entities are observers") to physical reality in general ("everything is an observer", with the caveat that it's still possible, and indeed necessary, to reserve a special place for intelligence in the scheme of things). <<

This is a whole nuther topic. A great one! We got started on that when I was accused of being a murderer:) What constitutes a "real" event? My understanding of at least one of Wheeler's notions was that an irreversible change had to have taken place -- intelligent observers be damned.

**CML**: If you're right, then Wheeler's title for his thesis ("Observer Participation thesis") would seem to indicate his agreement with me about what constitutes an "observer", namely anything able to participate in an irreversible change. This reflects the distributed subjectivism and self-processing character of reality...the fact that mind (or "observership") and reality can't be absolutely distinguished.

**RFV**: >> The surprising part, in my opinion, is this. This reduction of all reality to simultaneously active and passive "infocognition" amounts to defining reality as did Hume...as pure experience ("infocognition" is just a technical synonym of "experience" that opens the concept up to analysis from the dual standpoints of information theory and cognition or computation theory). Thus, the Kantian mind-matter distinction, as embodied in the term "infocognition", is simply distributed over Hume's experiential reality by synonymy, bringing the metaphysics of Hume and Kant into perfect coincidence. <<

I see what you are saying here, but I'm not \*here\* yet:)

**CML**: It's even simpler than I put it above. Experience entails something that experiences and something that gets experienced. So if reality consists everywhere of experience, it is everywhere self-experiencing, and has everywhere the character of both mind (the subjective experiencer) and objective reality (that which gets experienced). So the categorical imperative relating the subjective and objective aspects of reality everywhere coincides with experience; they're the same thing described in two ways, singular (Hume) and dual (Kant).

**RFV**: Thanks again. Maybe you'll see a transition in understanding as I went down this message; I hope so. I also hope this doesn't bore you too badly.

**CML**: I see improvement, by God! But in any event, just don't say I didn't try my best! Keep up the good work.

***Part IV***

**RFV**: (blue shades/mind analogy...) >> But without this distinction, the term "mental" can no longer be restrictively defined. "Mental" might as well mean "real" and vice versa. And for all practical purposes, so it does. <<

>> A theory T of physical reality exists as a neural and conceptual pattern in your brain (and/or mind); it's related by isomorphism to its universe U (physical reality). T<--(isomorphism)-->U. T consists of abstract ideas; U consists of supposedly concrete objects like photons (perhaps not the best examples of "concrete objects"). But the above argument shows that we have to drop the abstract-concrete distinction (which is just a different way of expressing the mental-real distinction). Sure, we can use these terms to distinguish the domain and range of the perceptual isomorphism, but that's as far as it goes. For all practical purposes, what is mental is real, and vice versa. The T-U isomorphism seamlessly carries one predicate into the other. <<

I'm pretty much on board here.

>>>> Photons have a general abstract existence as well as a specific physical one. <<<<

I'm getting the scheme here. There is an isomorphic relationship between the abstract and concrete photons, which in some very real sense leans heavily toward the abstract since everything we know we know because of knowledge of the abstract version. Ok.

>> As explained above. Or if you prefer, assume that a photon has no abstract existence. Then since ideas are abstract, it corresponds to no idea. But you know the world through ideas. So for you, a non-abstract photon has no existence. But you're discussing photons that exist. So the photon you're talking about is abstract (as well as concrete). <<

Ok, I made that turn.

>> No. It's a self-perceptual system with a combined abstract and concrete nature (as explained above) that possesses closure with respect to other realities. <<

So, do you mean a conceptual model of "reality" which could be very different than our own reality? I think so. I see "self-perceptual" as a block to my acceptance here. I think you make the leap that isomorphic structures are the \*same\* structure to say that. Am I right? If so, how is that justified?

**CML**: It's an implication of the fact that no meaningful distinction can exist between mind and reality; with respect to these two predicates, they're the same. That is, we took the isomorphism M:T<-->U and predicated p1 = "mental" (abstract, ideic) on T and p2 = "real" on U. Then we realized that no meaningful distinction exists between the predicates p1 and p2. So now we're dealing with U on an abstract basis (just as we're dealing with T on a "real" basis, which it is because at the very least, it exists as a real neural pattern in your real brain).

Now consider an isomorphism between two distinct sets A,B consisting of 10 red golf balls each for a total of twenty distinct balls: N:A<-->B. Obviously, we can assign the predicate "red" to each set. This means that the sets are identical with respect to the predicate "red". But so what? There's still a distinction between A and B, because they in fact contain different golf balls. [Note that if the golf balls were electrons, it wouldn't be entirely possible to say this; electrons to some extent share their identities. Note also that matter consists of such particles.] And since red = red just as surely as p1 = p2 in the last paragraph, there's still a distinction between T and U...or is there?

We can call the sets A and B "different" because the identical red golf balls of which they consist are located at different coordinates. We can ascertain this with the help of nothing but a marking pen and a tape measure. There's the meat of our distinction with respect to A and B. But are T and U located at different spatiotemporal coordinates? How can we prove it?

As we've already seen, we know the universe U directly only through the abstract ideas and sensations T to which it corresponds in our minds, and that includes any sequence of measuring events we might undertake. In this sense, T and U are "at the same coordinates". So to prove that T and U are actually at \*different\* coordinates, we'd have to prove that their coincidence is an "illusion". But if we could do that, then we'd have the basis for distinguishing "mental" from "real" after all...something we already know we can't do. So after a little reflection, we conclude that as it is for knowledge, so it is for measurement; the only things we can directly measure are the ideas and sensations corresponding to U, and we can only do it with an abstract tape measure at that!

This, of course, is what philosophers call "solipsism", but without the assumption of personal control. In a word, it's impossible to prove that the universe doesn't exist entirely inside our minds, and that all that "objective reality" out there isn't just some kind of subjective internal simulation. While it's true that control of the simulation seems to be distributed among many people and influences, this merely amounts to a kind of "distributed solipsism" after all...an intersect of solipsistic viewpoints in one and the same meta-solipsistic universe. In other words, the solipsistic abstract/concrete "Self" of the universe distributes over all of its contents, and our own "selves" are just mini-solipsistic aspects of it.

So the objective and solipsistic models are as indistinguishable as U and T, abstract and concrete, and we have to drop the distinction. And in this case, (objective) isomorphism equals (abstract, subjective) identity; when we talk about T and U, we're really talking about different aspects or characterizations of the same thing. So the perceived universe and the perceiver are one, and the universe is "self-perceptual". This is where reality theory meets the philosophy of mind. But that's fine, because as should by now be obvious, they need each other.

**RFV**: >>>> real objects necessarily conform to more or less exact configurations of an abstract distributed syntax. <<<<

...

>> If we form a theory of some aspect of reality, it may or may not be

correct (i.e., it will be "more or less exact"). <<

"More or less" "correct?" Right? Exactness is a small case in point?

**CML**: Yes. There are two kinds of truth, syntactic and semantic. Syntactic truth amounts to internal consistency, and semantic truth amounts to external isomorphism or quantification. If T is true on neither the syntactic nor semantic level of reality, then it has 0 scope or content. But then the theory has no model and is not a theory in the strictest sense. At best, it's just an empty (content-free) pattern of neural events or an inky set of typographical symbols on paper, with irrelevant fantasy for content.

That part of a theory that's wrong is empty, but the part that's right has real content. The theory tautologically corresponds to just that part of reality for which it's true. In fact, logicians already know that insofar as they can often either extend or qualify a troubled theory so as to adjust its referential quantifier (think Lowenstein-Skolem, Duhem-Quine, etc.) and thereby restore its validity (think classical physics as the low-velocity "limit" of relativity physics), the idea of an "absolutely false" theory is not what it seems.

The point of all of this is that a theory can evolve, changing its form to absorb more and more real content. That's what I meant by "more or less exact". Perhaps "more or less correct" would have been better.

**RFV**: >> But even if not, we can be sure that the correct theory will conform to our mental structures, since otherwise we won't be able to create a conceptual isomorphism with it (and that's what a theory is). <<

I have a hard time with this. An analog computer is an isomorphic structure of a screen door when it is set up to solve the screen door problem, however, a general purpose computer is \*not\* isomorphic with a screen door when it solves the screen door problem. General structures are adaptable in a sense which allows them to accommodate an isomorphic model without themselves being limited to anything like that model

structurally. So in what sense (and to what degree) do you insist on this conformal mapping?

**CML**: There is a very general abstraction called logic that permits various mappings among devices and other physical contexts. Have you ever heard the term "up to isomorphism"? It generally refers to a relationship that contains an isomorphism, but exceeds it. Some logical abstractions permit multiple isomorphisms, and these isomorphisms may be either structural or functional or both (in the above question, you seem to be talking about these two distinct kinds of isomorphism). In any case, for computational purposes, the isomorphisms you mention are logically equivalent up to isomorphism with the screen door problem (whatever that is). The "abstractions" being employed by the two types of computer are always expressible in terms of the penultimate abstraction, logic. Nothing I've said so far is incompatible with this fact.

**RFV**: >> A "syntax" is to be interpreted as any set of structural and functional constraints applied to any system. <<

Ok, that's pretty much as I had concluded.

>> A syntax takes the form of general information and is implemented by generalized cognition. <<

Go easy now. "Implemented by generalized cognition" is a big bite. I assume that a "mental" awareness of the constraints on the physical model is good enough for a neophyte:) Perhaps I even see a sense in which all but the "generalized" makes sense, but why is "generalized" in the phrase.

**CML**: Most people think that "cognition" is only done by brains. The phrase "generalized cognition", actually synonymous with time, simply extends human cognition to generic information processing. It's this sense in which generic information processing obeys a "cognitive syntax". Thus, time is any grammatical implementation of the SCSPL reality-syntax.

**RFV**: >> A photon is a configuration of the syntax of reality; <<

Chris, you're going to have to lighten up just slightly on some of this stuff:) What you appear to be saying is that a photon is properly speaking a particular instance of the general structure of reality. That isn't very informative. What \*do\* you mean here?

**CML**: Just that a photon obeys certain structural and behavioral rules, and those rules exist as constraints within the overall set of constraints called "the reality syntax" (including the laws of math and physics, of which our exhaustive knowledge is not assumed). These are the abstractions to which the photon primarily corresponds. Stay with it, Fred - this is all really very simple (given the unnecessary compartmentalization of physical concepts in diverse formalisms, maybe the problem is that it seems \*too\* simple).

**RFV**: >> as already explained, <<

Then I missed it.

>> that's assured. It's also assured that a photon is at once abstract and real. <<

Got that!

...

>> Again, the combined abstract/real nature of a photon is not provisional, <<

You did entreat me to be provisional about it though:)

**CML**: That a photon is both real and abstract is an absolute, nonprovisional fact. However, what counts as "real" and "abstract" in any given case is a relative (or provisional) matter, and sometimes even a matter of semantic convenience. I sometimes tend to assume that my meaning is obvious when it isn't.

**RFV**: >> but given from the outset. It's only the exact corresponding configuration of reality-syntax that remains a mystery (and in a sense, not even that). <<

I assume you mean that the actualities of the behavior of photons are all that is (may be) unknown? Its place in the structure of reality \*is\* known?

**CML**: Some aspects of a photon's behavior, and corresponding details of its place in the structure of reality, are known. But the intrinsic structure of the photon - the syntax it obeys - is not known except through this behavior. You can't hold a photon under a microscope and dissect it; all you can do with any subatomic particle is collide it and monitor the resulting events. Sometimes, you get what appear to be objective subparticles, but again, you can only see them through their effects. So all you can say for sure is that one configuration of SCSPL reality-syntax is merely decomposing into others. Getting too hung up on "objects" and their "innate properties" has been a recurrent problem in science; one generation's "particles" are the "subparticle interactions" of the next. We need to realize that what we're dealing with are transformations of a global nomology or "syntax" (or to oversimplify and appeal to popular terminology, of the "TOE ultimate equation", along with the syntactic structure of the language in which it will be expressed).

**RFV**: >> Analog computers are as bound by 2VL as are digital computers; an analogy either exists (1) or not (0). All distinctions are 2VL; one thing is either distinct from another (1) or not(0) on a given level of definition. Since information consists of distinctions - constraints differentiating one thing from another - information is 2VL. Since theories consist of information, theories are 2VL. And since theories are isomorphic to reality, reality is 2VL. There is no escape...no crack in the stone of truth versus falsehood. Even to explain why there might be, you would be forced to resort to 2VL...and your putative exception would be embedded in 2VL by fiat. <<

This is not very convincing to me. First of all, accepting your premise that all distinctions, knowledge, etc. are 2VL does \*not\* prove anything about "reality." Ideational objects -- even given the isomorphism - are \*not\* \*the\* objects themselves or exact equivalents - there are, for example, things which are not known about photons that are true of photons but not yet integrated into the ideational counterpart. So we have isomorphic structures of the reality of which we are aware and the reality we thereby presume. And we are in some sense limited such that our truths pertain to such a reality, but what about undecidability and such notions. How do these not end up being cracks in the stone? One must reason decidably about undecidability which doesn't, thereby, prove that all things are decidable.

**CML**: First, logical consistency equals the syntactic phase of truth. The stability (objective perceptibility) of reality implies that it's consistent, and the fact that it's consistent implies that it conforms to 2VL. Again, something either exists (1) or does not exist (0), so as soon as you say that it's real or that it exists, you tag it with a logical predicate (1 = true = reality-inclusion) that anchors it to the entire logical syntax of which this predicate is a part. Of course, we can still make a distinction about which level of reality includes this something, but whatever that level is, it obeys the distributed tautological syntax of reality (logic). Second, decidability is a logical concept whose definition is based solely on logical (syntactic) operations, namely those executed by Godel in defining it. So you can't use it against logic without undermining its definition and thereby invalidating it.

I suspect that what you might be positing is an abstraction exceeding logic and consistency...an even more general predicate. Indeed, that's the only thing your description would fit. No problem; the CTMU contains an ultimate predicate called UBT (unbound telesis). But logic is a closed tautological system, and the relationship of this "pre-logical" predicate to logical reality is appropriately constrained. After all, what I'm trying to tell you about is the \*logical\* structure of reality, without which it would be no reality at all. For God's sake, don't interfere...your world could dissolve into an illogical chaos of ambiguities right before your eyes (and you're a part of it)!

**RFV**: >> Hey, I'm 3,000 miles away! But I appreciate the invite... <<

It was great. And...it's a damned cheap vacation -- all you have to do is get here! We're going to have a lot more people next year.

**CML**: I appreciate the invite, and I'll try to make it. Just remember that I'm not retired yet - not even close - and the saloon barons who pass as my employers don't know the meaning of "vacation time". And speaking of saloon barons, you apparently run one of the great "salons" of the 20th-21st centuries!

**CML**: >> As explained in the preface, mental operations cannot be distinguished from real operations except in a provisional way. That's what I mean by "a CTMU context". It's given a priori. <<

Nor of course can they be equated in other than a provisional way. I understand now, but this need not be a "CTMU context" for the sense to have real meaning.

**CML**: Yes, they can be absolutely equated, because as I explained above, we ultimately can't prop up the distinction between them (distributed solipsism, remember?). Therefore, it's only the distinction itself that exists in a "provisional way". As far as the name's concerned, I'm the guy who's done the most to analyze reality from this angle lately, and CTMU's my name for it. But as long as we both know what we mean, that's good enough.

**RFV**: >>>> you're talking about a generalized form of mentation (not just the mentation of a human brain). Since a photon and a brain both transform information, albeit on different levels of complexity, they are both "mental" in nature. <<<<

In view of what follows, I need a little definition of what this generalized "mentation" is. Does it relate to that which takes one form of reality into another, or what?

**CML**: Any construction you place on "mental" above and beyond pure information processing, information transduction, state transformation, etc. is, as we observed last time around, superfluous and anthropocentric. These are what is meant by "generalized mentation"... what you get when you take the "men" out of "mentation". Again, think "time" (the grammatical implementation of reality-syntax by reality itself, i.e., reality self-processing). Remember, where "abstract" and "real" are the same, so are mind and reality, and so are human and nonhuman info-processing; Cognition <---> time. The logic is so simple it hurts! Human cognition, assumed to be fundamentally unique by anthropocentrists everywhere, is just the temporal processing that goes on in a brain. [Of course, there may be more to it than that - and there is - but for present purposes, that's good enough. The "more" in question has to do with distributed solipsism, and the consequent fact that there is a sense in which sentient cognition is primary...that what goes on in reality, namely temporal processing of all kinds, really goes on in the minds of sentient observers.]

**RFV**: >> Actually, the example of a photon is problematic for reasons too advanced to cite here. But for now, let's just say that a photon transforms the state of an atom by causing an electron to jump from one orbit to another. Even more basically, it "transforms its own coordinates" as it "moves" <<

Is its mentation different in this sense than a baseball going from one hand to the other? You're going to have to stretch me a little here too I think.

**CML**: Yes. A photon is a very fundamental object that can be described as "expanding" at the speed of light, and then "collapsing" someplace on its own expanding wavefront. This amounts to "motion of primary type", and is how the spacetime metric is created layer-by-layer in the conspansive model (CTMU spacetime). When a baseball moves, it's moving in a much more continuous fashion through a sequence of metric domains created by conspansion (as described in that Noesis/ECE 142 file I sent you, geomusser.doc[\*](http://web.archive.org/web/20030204071846/http://www.megasociety.net/Noesis2.2/CTMUDiscussionIV.asp#note)). That's "motion of secondary type". But I hope we're not getting ahead of ourselves here.

**RFV**: >> (due to the CTMU conspansive model of spacetime, the quotation marks are necessary). Atomic states and position coordinates are informational. <<

...

>>>> What we seek in any scientific context is a distributed formulation of reality that applies inside the brain as well as without it, <<<<

It was rather the "that applies inside within the brain as well as without it" that boggled my mind. The isomorphism we developed earlier would accommodate my mentally embracing the distributed formulation, but you are implying here either that the formulation applies also to the brain (which it well may not if the the formulations doesn't pertain to brains) \*or\* that the formulation can be made \*without\* a brain. The latter is what I think you mean and I'm certainly not \*there\* yet. Allowing a level of mentation to objects does not in itself open the door to complex formulations being possible without brains.

**CML**: I simply meant that since the brain is embedded in spacetime (or physical reality) and obeys its laws, a distributed formulation of physical laws must apply to those parts of spacetime containing brains as well as those that don't. Obviously, the kind of mentation transpiring inside a brain entails the presence of the brain in the part of reality where it occurs. But because the presence of the brain is possible anywhere in spacetime - since the laws governing cerebral structure and functionability are everywhere operative - that possibility is distributed. So no matter where in spacetime the brain goes, it can still function. Clearly, the same applies to inanimate objects and their generalized cognition. [Again, we neglect the distributed-solipsistic ramifications.]

**RFV**: >>>> and although the terms "mental" and "brain" are often assumed to be associated, this need not be exclusively so.<<<<

>>> Absolutely with you here. <<<

However, that is a long ways from saying that I accept that complex formulations of reality exist outside the brain! Not that I couldn't ultimately be convinced, but am currently not.

**CML**: Again, Fred, your distinction regarding what's "inside" and "outside" the brain doesn't necessarily work for the mind corresponding to the brain. In a solipsistic model, the brain is merely the localized objective terminus of a material endomorphism (internal self-mapping) of the subjective, distributive mind. Because the mind shares the syntax of reality, and that syntax is scale-invariant (or geometrically self-distributed in the sense of a hologram), its boundaries are those of the reality it perceives. But you can't fully understand this without understanding the conspansive model of spacetime, in which objects literally "include themselves" in a spatiotemporal sense. That is, their SCSPL syntactic images, which are basically cognitive in nature and correspond to the subjective phase of their existence, temporally configure the metric in a cumulative step-by-step way by "expanding through space" at the common rate c (that's inner expansion) and then "recollapsing" to define the objective phase of their existence (that's requantization). Inner expansion and requantization correspond to coherence and decoherence of the quantum wavefunction.

**RFV**: >> Again, it goes along with the absence of an absolute distinction between the abstract (syntactic) and concrete sides of reality. <<

>>>> this structure as transductive syntax up to isomorphism with the intrinsic structure of the transducing object. <<<<

>>> Now this I have problems with. This says that the fact (which I accept but some would doubt) that we can create an isomorphism between the universe and a mathematical model necessarily implies that the agent that can do this must have a structure isomorphic to the universe as well. That requires some very critical thought. Let me do it. <<<

>> Let me save you some time. The isomorphism is given on a de facto basis. Indeed, it follows from the preface. <<

This is my \*big\* problem so far. It occurred above and now here. This is where we need to concentrate effort!!!! I have \*not\* bought in here yet.

**CML**: Again, the syntax of the mind is that of reality as a whole; that's the distinguishing characteristic of SCSPL. The deepest, most general level of this syntax is like a hologram whose image exists everywhere within it on all scales. That's due solely to a lack of prior constraint on scale; since the syntax is primal, no prior constraints can exist (this is a mathematical criterion, not the assumption of some big holographic crystal dangling in Ur-space). The brain partakes of this distributed holographic syntax - the technical term is "hological" - by virtue of its topological embedment in physical space. But through conspansion, this topological embedment is computationally reciprocated by the mind corresponding to the brain; the mind (cognitively) contains the reality that (topologically) contains the brain objectively embodying the mind.

Logically, this comes down to certain CTMU duality principles mentioned in that geomusser.doc file. In particular, a form of duality that can be referred to as "spacetime-object", "wave-particle" or just plain "conspansive" defines an alternation in which the mind solipsistically configures reality by a cumulative selective filtration of syntactic potential; during the inner-expansion phase of conspansion, the mind

builds a set of exhaustive potential future realities by superposition, and in the requantization phase, selects a future reality in which to re-embody itself as a material brain. Just in case this conjures up some kind of bizarre "brains-in-vats" scenario, please remember that the mind, just like a photon, is regarded as a configuration of the reality syntax. Indeed, all matter behaves alike in this regard; as does the mind, so do its contents.

**RFV**: >>>> The intrinsic syntactic ("mental") structure of an object can only be inferred from its behavior, which is where a need for data enters the picture. <<<<

>>> Very definitely. But here you need an extreme amount of data it would seem to me and i don't know off the top of my head that I can think of what kind of data would justify such a claim. It strikes me somewhat of the "I can test of 4 sigma, therefore I are one!":) A test would be

good:) <<<

In re-reading yours/mine here I have a little different picture/problem. "Intrinsic syntactic" means "mental?" I see the intrinsic form of an object as the "ideal" for that object but not that object's idea of itself. Clearly the "form" or ideal structure of an object can only be inferred from data. But its ideational capabilities are altogether different.

[[Here, more explanation was required. The object corresponds to a configuration of an absolute hological syntax whether or not we or the object have data or can infer what that configuration is, or for that matter what the hological syntax itself is. This is given by the abstract = real or M=R relationship.]]

>> Remember, theories are made to be superseded by better theories; <<

Easy to remember.

>> data can always be extended. <<

Ok.

>> Only tautological self-distributed systems possess "certainty". <<

The "certainty" or necessity of such a consistent system would indeed be very convincing but the "only" here bothers me.

**CML**: It inheres in the definition of "tautology". Tautology, which denotes informational closure, exists wherever stable perception is possible. Specifically, it must exist in an embedding system of any perceptible nontautological system precisely because the latter is stable enough to perceive; closure is what forms the informational boundaries that distinguish and define the percepts. Unfortunately, we seldom know exactly what the embedding system is (e.g.) because definitive axioms are missing. This, of course, relates to undecidability, which states that axioms are always missing in logico-arithmetic systems of sufficient complexity. But the important thing to realize is that because perceptible informational boundaries exist - because the system has enough distributed structure to be coherent and self-connected - closure is given at various levels of systemic self-reference. It's an existential necessity in the mathematical sense; no informational closure ---> no stable perceptual invariants.

To have certainty at arbitrary levels of specificity, we'd need to know all the axioms of the overall system...i.e., a full description of the global systemic tautology allowing perception. Obviously, any nontautological subsystem is "open" to undecidable data and therefore uncertain. In the case of reality at large, this uncertainty - which, by the way, is associated with quantum uncertainty - owes to the fact that increasingly specific axioms are even now being created by sentient agents. That's why reality, AKA SCSPL, is said to be "self-configuring". That's what intrinsic cosmogony is ultimately all about.

Sorry if I lost you up there, but explaining this is hard.

**RFV**: >> That's why we can be so sure of the 2VL component of reality syntax. Theories generally aren't so ironclad. <<

I still have the problem of not having accepted the ubiquitous nature of 2VL.

**CML**: It's ubiquitous because if it weren't, we'd have a breach in the boundary between 1 and 0 (true and false), which would compromise informational boundaries at all orders of predicate logic (in the abstract logical phase of reality), which implies the perceptual inconsistency of reality, which means logical collapse of the entire perceptual system (due to the systemic ubiquity of the truth or systemic inclusion predicate, inconsistency can't be isolated in logical and perceptual systems; a hole in truth means holes everywhere!). Note that undecidability relates two aspects of informational closure or perceptual stability, namely consistency (the integrity of the T/F boundary) and incompleteness (the fact that certain axioms are even now being decided and are therefore missing from our worldview).

**RFV**: >> The discernability and stable identity of objects within the universe can be shown to imply that the universe is informationally closed in the following sense: it is possible to distinguish that which it contains (reality, perceptions) from that which it does not contain (unreality). <<

In what sense do you assume this "closure" encompasses "completeness?" Completely, I assume, but is that warranted? What possibilities are excluded by including only those forms that we currently incorporate into the isomorphism?

**CML**: Explained above. At any given point, we possess incomplete theories that are good only up to isomorphism with what we currently perceive. I.e., there's an "informational boundary" separating that which the universe includes from that which it excludes, and this boundary is what is "closed". No closure means no boundary means no information.

**RFV**: Why would the infusion or exit of a few forms every few billion years mean that there is "no information?"

**CML**: Because on the basic level of this discussion, the "forms" of interest are syntactic invariants...invariants of perception. If any of these forms were to cross each other, the result would be perceptual inconsistency, loss of closure, and the collapse of perceptual reality, i.e., the formation of a gap between two discrete, mutually disconnected, internally consistent realities in which the contradictory perceptual invariants are isolated...two mutually irrelevant parallel universes. We're only interested in the universe we inhabit.

**RFV**: >>>>>> the CTMU simply pushes Kant's ideas to their logical conclusion, dealing directly with the relationship between mind and reality. <<<<<<

I don't know that I'm ready -- I'm not:) But please administer the firehose in accordance with your perception of my readiness. I know there are a couple of concepts that seem like prerequisites that we need to consider terminological deficits to be worked on as we go:)

**CML**: I've been hosing on this for hours now...I hope it helps.

**RFV**: >>>> But a more general (and therefore more scientific, <<<<

>>> We have somewhat different definitions of "scientific." <<<

>> Again, "scientific" means replicable, replicable means distributed, <<

I buy that.

>> and distributed means general. <<

I don't buy this -- yet:) We could have a very widely distributed specific thing for which its wide distribution implies nothing but its wide distribution.

**CML**: You seem to mean "distributed" in a statistical sense....something sprinkled through a preexisting metric space. The kind of distribution we're talking about here is logical and refers to the syntax of reality itself, which obviously distributes over that which it governs (otherwise it wouldn't be where it has to be in order to do its job). Your kind of distribution is defined on the metric; mine defines it.

[[Actually, RFV is probably talking here about the distinction between conditional and unconditional logical distribution; only the latter is really "general". See below, 2 CML entries down the page.]]

**RFV**: >> Moreover, science carefully excludes false tautologies, <<

I don't see "science" as excluding much at all. Early stages of science in a given field would probably \*include\* false notions. It would still be "science" in the fullest sense of the term, just subject to being found out later to have been wrong -- but that's almost the definition, and certainly much of the value of science.

**CML**: I simply mean that when science becomes aware of a false tautology, it breaks its back to get rid of it.

**RFV**: >> or circular but nongeneral forms of reasoning. <<

I see it as excluding circular arguments but definitely not "nongeneral forms of reasoning." The ultimate scientific achievement may very well be described as you have, but not in its current state. Are we arguing different things here?

**CML**: Whoops - I meant "circular but nongeneral forms of reasoning that pretend to generality". I sometimes tend to forget that not all scientists are seeking a theory of everything, perhaps because they run into such spectacular problems when they do. Let me explain.

Once again, the scientific method entails both local distinguishability and replicability, two predicates which become opposed to each other on the syntactic level. To be universally operative or "replicable", reality syntax ("the laws of science") must be distributed throughout spacetime; but since it is, it's not locally distinguishable. The limitations of the scientific method are those of science. But since science doesn't yet realize these limitations, it continues to seek laws with distributed (replicable) formulations by empirical (locally distinguishable) means \*whether the laws are general or conditional\*. Where the laws are indeed general, this is a logical impossibility; the only thing that can make a scientific law locally distinguishable is the presence of specific definitive conditions that are elsewhere absent. Science often ends up chasing its own tail when it tries to go too general for its objectivist limitations, as it does in fields like cosmology and consciousness.

So what it seems to come down to is this: I'm talking about what science is ultimately trying to do (seek general laws that apply everywhere in spacetime), while you're talking about what it actually can and does do in its current objectivist form (seek nongeneral laws that are nonetheless distributive in effect, or replicable under more or less specific sets of conditions anywhere in spacetime). I guess I tend to view science in terms of trying to make it what it wants to be.

**RFV**: >>> You mention "description;" that is the key word. How are percepts best \*described\*? Data is needed here too it seems to me. <<<

>> Description can here be considered synonymous with "theory", <<

I like this notion. It also flies with current philosophical presuppositions.

**CML**: ...and glossaries. In most usages, the two terms are equivalent. A "description" lacks the mathematical structure of a "theory", having no explicit axioms and rules of inference, but borrows them implicitly from the syntax and semantics of the language in which it is expressed.

**RFV**: >>> and thus related to perception (data) by isomorphism. <<<

You just don't let me catch up, do you:) I see perception more as a dot or stroke in an impressionist painting; you tend to see it as a Rembrandt:) I don't see a theory as being "perceived." I see it as ultimately being understood on the basis of many, many perceptions. I guess that's what I'm doing here -- forcing you to strain your theory

through my sieve:)

**CML**: Maybe that's a good thing for me. In the CTMU, as in Hume, reality coincides with perception (and also with its cognitive underpinnings as described by Kant). Indeed, science already effectively describes reality as a de facto blend of thought and perception, with theories using rational relationships to weld together our shared perceptions. Scientific theories can thus be regarded as "common generalizations" of

those little impressionistic dots you mention. So when we set out to construct scientific theories - which is, after all, what we're doing here - we must first buy into the assumption that there are commonalities among our perceptions. And this isn't really a questionable assumption, because those perceptions (as opposed to our personal interpretations of them) can always be scientifically reconciled. This reflects the fact that reality is logically self-consistent, which in any case can be established by reasoning along the lines described above.

**RFV**: >> If you're right, then Wheeler's title for his thesis ("Observer Participation thesis") would seem to indicate his agreement with me about what constitutes an "observer", namely anything able to participate in an irreversible change. <<

That happens also to be mine:) It is a good concept that concedes what has to be conceded without selling out altogether. It also is in stark conflict with relativistic concepts -- whoops, let's stay on course here:)

**CML**: That's good. Then you're amenable to a formalism in which the universe perceives itself through the objects it contains. That's SCSPL, and that's the CTMU.

**RFV**: >> This reflects the distributed subjectivism and self-processing character of reality...the fact that mind (or "observership") and reality can't be absolutely distinguished. <<

Perhaps. What I am pushing on to understand.

**CML**: Compare "distributed solipsism" to "distributed subjectivism".

**RFV**: >> It's even simpler than I put it above. Experience entails something that experiences and something that gets experienced. So if reality consists everywhere of experience, it is everywhere self-experiencing, and has everywhere the character of both mind (the subjective experiencer) and objective reality (that which gets experienced). <<

A good notion, but I see this from my background as more of a demonstration of observer/controller equivalence duality. From absorber theory (Wheeler also) there is no significant distinction to be made between emitter and absorber. In tracking technology, the algorithm for tracking many targets to minimize uncertainty is essentially the same (an inverse) as that to situate sensors so as to maximize observability.

**CML**: Two different languages describing precisely the same thing. The main difference: my language has been developed in the direction I've been outlining, resulting in a global reality theory.

**RFV**: >> So the categorical imperative relating the subjective and objective aspects of reality everywhere coincides with experience; <<

I have always seen the duality as action/observation -- both fairly

closely associated with a subjective view of reality overlaying a

physical level. Not worth persuing here probably:)

**CML**: Maybe so. One of the best ways to achieve understanding is to see the same things in as many different ways as possible. But remember; according to distributed solipsism, which is simply a correlate of yesterday's "blue shades" analogy, "subjective reality overlays physical reality" dualizes as "physical reality overlays subjective reality". The dual viewpoints are complementary and mutually essential, and this is the point. From this duality, plus a big load of logic, the CTMU follows.

**RFV**: >> I see improvement, by God! But in any event, just don't say I didn't try my best! Keep up the good work. <<

You've done well! Please keep it up.

**CML**: Hope you like this as much.

***Part V***

**RFV**: Chris: Thanks for the continued help in understanding where you're coming from. It is indeed a great privilege to get such insights from the originator of a theory.

I'll chop old conversation that it seems like we agree that I understand and continue on the ones where I've had difficulty.

...

>>> No. It's a self-perceptual system with a combined abstract and concrete nature (as explained above) that possesses closure with respect to other realities. <<<

>> So, do you mean a conceptual model of "reality" which could be very

different than our own reality? I think so. I see "self-perceptual" as a block to my acceptance here. I think you make the leap that

isomorphic structures are the \*same\* structure to say that. Am I

right? If so, how is that justified? <<

...

> So the objective and solipsistic models are as indistinguishable as U and T, abstract and concrete, and we have to drop the distinction. And in this case, (objective) isomorphism equals (abstract, subjective) identity; when we talk about T and U, we're really talking about different aspects or characterizations of the same thing. So the perceived universe and the perceiver are one, and the universe is "self-perceptual". This is where reality theory meets the philosophy of mind. But that's fine, because as should by now be obvious, they need each other. <

**RFV**: Your treatise was excellent! (I am a bit surprised that you've never mentioned Bishop Berkeley though:)

I do think I understand where you are coming from on this and I would like to suspend judgment on it for the time being. There is very much a hard-nosed aspect I like in accepting what we know without wistfully assuming more. It's a quite scientific approach to my mind. However, I believe that solipsism can \*not\* intuit distributed self, i. e., "I

think, therefore I am" does not work for "we" or an amorphous ubiquitous self any more than it worked in proving the existence of God. And if one were to reject the distributed subjective aspect, it would seem to me that the feasibility of an extensive isomorphic relationship between "my" mind and the universe comes into serious question.

**CML**: Those unfortunates who formerly tried to prove the existence of God using solipsism, cogito ergo sum, or comparable failed because they unwittingly remained in the context of the objective (Cartesian, mind-versus-matter) model without correctly discarding the absolute distinction between the subjective and objective pictures of reality and availing themselves of the implications. The whole point of what has gone so far is that you CAN'T "reject the distributed solipsistic aspect"; the distinction between solipsism and objectivity is ultimately imperceptible and therefore empty of content in any perceptual reality. You have to reason without the distinction when reasoning about reality, and that means that the abstract and concrete phases of reality coincide. Restoring the distinction on an a priori basis is simply unjustifiable.

**RFV**: You have set up an analogy to the mapping between the inside and the outside of a sphere, i.e., x --> 1/x, x complex. The analogy works fairly well. The problem I see is that awareness of the mapping -- or creation of the mapping isn't included. That remains either a fact or not. T remains a subjective map of the objective U. How can T become

the map of U \*and\* the map? That is the question.

**CML**: Where the universe is a self-similar structure whose overall characteristics are locally, endomorphically replicated everywhere within it – and that’s what “distributed over it” means with regard to its syntax - the mapping of which you speak is just the endomorphism in question. It’s inescapable and does not have to be justified in particular cases. Equivalently, your absolute distinction between what's inside and outside of a sphere is really a provisional distinction that vanishes above a certain level of abstraction; although the interior of a particular sphere is localized within its boundary, the raw syntactic potential for "being inside a sphere" is distributive (because the abstract mathematical laws that characterize this state are distributive).

Whereas your distinction applies with respect to the geometric interior of a particular sphere, the mind exists on a higher level of generality than that. When we talk about the laws of cognition, including those of math and physics, we're talking not merely about actual brains enclosed in actual skulls, but the abstract essence of brains, i.e. mind. Mind distributes over this entire universe, and with it, the POSSIBILITY of being inside or outside a particular brain. Possibility is a generalization of actuality representing all conceivable actualizations, and this describes the reality syntax.

**RFV**: Another aspect that bothers me is the following: A theoretical basis of holography is that if one can determine the electromagnetic field throughout a window surface, one can determine the field throughout the volume on the other/either/both side(s). This is a powerful but nonetheless legitimate statement. But with it there is an extreme implied simulation capability -- I guess we should have known from our screens:) So (and importantly) the window itself may be all there is -- it is at any rate the \*best\* place to watch for something new! The value of the \*window\* seems somewhat diminished by some of your presumptions. In fact it seems to have paled into insignificance. If I were to develop a theory with the scope of yours, it would be centered on the window itself and the window treated as the only thing "real." Did you happen to read my "Working with the Given" in GoF #99?

**CML**: I'm not making presumptions. Rather, you're presuming that there's an absolute distinction between the window and what's outside it. The holographic analogy was just that: an objective approximation of a self-contained (globally subjective), self-perceptual system whose existence we established by eliminating the empty distinction between the mental and the objective, and thus between the observer and the observed. In a so-called “holographic universe”, the interference pattern cast by the hologram is internally projected or simulated. As I've previously explained, the universe can be regarded as "self-simulating" (realitycheck.doc; geomusser.doc).

**RFV**: Another thing is that "reality" is more than what I (and I believe anyone) can "mentate." There are aspects which currently defy modeling although I do believe ultimately they \*will be\* modeled. These aspects of U find no place in T and are carried in my(?) mind (or not) as little unmodeled chunks of data {u\_i}. So the isomorphism must hinge on T <--> U-{u\_i} or T+{t\_i} <--> U. And since there are so many of these chunks and the {t\_i} are so unmentatable currently (at a minimum), the perfectness of the isomorphism is somewhat destroyed.

**CML**: You have a limited capacity to mentate because your brain is able to explicitly replicate only a part of the reality syntax; your cerebral neurons don’t fire in explicit isomorphism to the entire syntax, but only a restricted part of it. But the overall syntax of which your own is a restriction is, as I've been trying to point out, distributed. You seem to be assuming that T exists strictly inside your head, and if T is empty of physical content, perhaps it does. But for purposes of this discussion, T equals a \*global distributed formulation of the reality syntax\* in which \*all\* aspects of U "find a place". Such a formulation certainly exists whether or not we know what it is (and we don't); specifically, it exists in the conspansive T=0 state in which the evolution of the universe is instantaneously realized, "after" we've selected it from the set of all possible evolutions and formulated a nomology to render mutually consistent the perceptions we create. At this stage, theory equals reality: M(T(U)) = T(U) = U.

One distributed ingredient of this distributed formulation that we can be sure of right now is the set of 2VL tautologies, which cannot be violated with regard to perception; you'll never have a real perception that is both T and F unless you simultaneously inhabit two parallel, mutually inconsistent universes. That's just the way it is; any two people who won't both admit that the perceptual basis of reality is 2VL have nothing to discuss. Were 2VL mistakenly acknowledged to fail for the real content of this discussion, then insofar as this discussion is taking place inside the reality being discussed – i.e., inside its own content - 2VL would inevitably fail for the discussion itself. That would make this discussion, and indeed every discussion, irresolvable. But in that event, math and science would be a useless farce, because what one of us "perceives" to be true (and even tautologically true) may not be acceptable to the other.

**RFV**: Yet another is the equivalence you assign to isomorphism. It's admirable to the extent of going with \*only\* what one knows, but less admirable I believe in possibilities of enshrining error.

**CML**: As I've already explained, any isomorphism to whose range and domain you can't assign different qualitative or quantitative coordinates at a given level of discourse is really an identity relation (at that level). In that case, the range and domain differ only as coincident "aspects" of one and the same reality. You're still talking about T being essentially different from U, even though we've shown that at a sufficiently high level of content for T, T = U. Again, T is in this case the reality syntax - the mathematical and physical laws that the universe obeys everywhere - and objective reality (U) is merely the variegated actualized content of that distributed form.

For example, the law of conservation of momentum, and its underlying arithmetic, is everywhere valid, but only active and perceptible in the presence of actual moving bodies. Similarly, physical reality is merely an evolving set of instantiations of a set of relations that are everywhere valid. These instantiations are metrically separated, but the metric itself is completely characterized by a distributed form that exists in every part of space that could ever be occupied by your brain (even if your brain has only managed to figure a little bit of it out by firing isomorphically to it). The distribution of this form throughout space distributes your mind over reality in the form of general mental syntax.

**RFV**: Those are my reservations, but I understand what you have said, appreciate it, and it will ride with me, perhaps ultimately persuading me. You may continue hammering on this or accept this limited \*conversion\* as you see fit. I \*do\* enjoy the dialogs on the subject.

**CML**: As do I. It helps me understand where the rough spots are, and encourages me to find ways to get past them. I think one of the problems so far is that you haven't really absorbed the fact that the distinction between mental (abstract) and objective (concrete physical) reality is a stratified distinction that gradually disappears as we approach the top stratum (global distribution). Less general, more conditional features of reality appear to be localized within their specific instantiations, permitting internal-external distinctions. In this sense, cognitive (or computational) distribution relations are equivalent to topological inclusion relations (that's a CTMU duality principle). If distribution is general or unconditional, on the other hand, it applies to all things, and the distinctions among these things exist within it in the sense that it resembles a “self-executing program instruction” that internally “simulates” them. In other words, general features of (simulative) spacetime include specific aspects as output, which is then uploaded to spacetime as further programming, and so on. Topological inclusion follows from computational inclusion because topology is computationally simulated.

>>>>> real objects necessarily conform to more or less exact configurations of an abstract distributed syntax. <<<<<

...

>>> If we form a theory of some aspect of reality, it may or may not be

correct (i.e., it will be "more or less exact"). <<<

>> "More or less" "correct?" Right? Exactness is a small case in point? <<

> Yes. There are two kinds of truth, syntactic and semantic. Syntactic truth amounts to internal consistency, and semantic truth amounts to external isomorphism or quantification. If T is true on neither the syntactic nor semantic level of reality, then it has 0 scope or content. But then the theory has no model and is not a theory in the strictest sense. At best, it's just an empty (content-free) pattern of neural events or an inky set of typographical symbols on paper, with irrelevant fantasy for content. <

**RFV**: But such things may become the "Eureka!" source next week! Is the entire universe reborn in that case?

**CML**: If T has no model, then it has no real content, and in that case, "eureka" becomes "you-reeka". Now, maybe its apparent lack of content is only temporary because we're misinterpreting it, which means that we haven't accurately identified its constituent concepts; or perhaps the only thing that prevents it from having all kinds of real content is one little piece or two that we'll eventually recognize as unnecessary and discard, leaving a big pile of "eureka" material. But then the part of the theory that is found to be correct will have possessed real content all along. I.e., the content of a theory is not necessarily dependent on what we recognize it to be at any point in time.

> That part of a theory that's wrong is empty, but the part that's right has real content. <

**RFV**: The wrong part of a theory may be the \*handle\* of its replacement and thence the most real aspect of it.

**CML**: As my last entry acknowledges.

> The theory tautologically corresponds to just that part of reality for which it's true. In fact, logicians already know that insofar as they can often either extend or qualify a troubled theory so as to adjust its referential quantifier (think Lowenheim-Skolem, Duhem-Quine, etc.) and thereby restore its validity (think classical physics as the low-velocity "limit" of relativity physics), the idea of an "absolutely false" theory is not what it seems. <

**RFV**: I'm not sure I fully understand the last part of this last sentence -- it may, of course, be that I didn't understand the \*first\* part or the sentences that preceded it:) Would you please try to explain this to me? It's interesting.

**CML**: The falsifiability criterion of scientific theories is rather tricky. If you have a theory that all cats are gray, including a reason for that prediction, it’s “falsifiable” only in that part of the universe containing non-gray cats. And even after it’s been falsified, we can still resurrect it in that part of the universe where all cats are grey and your reason applies. All we have to do is create an “extension” of your theory that applies to the rest of the universe. Once your theory has been embedded in a correct overall theory, one can no longer say it’s been “falsified”. It simply applies to a smaller part of the universe than originally intended, and is quite true for that part.

In addition, once we do away with Occam’s razor, every interpretation of a theory becomes a theory in its own right, each of them as correct as the next. And even worse, every possible unverifiable (and thus unfalsifiable) extension of theoretical content screams for air time, all kinds of “true” but bizarre and mutually contradictory theories raising their ugly heads for keeps.

Most telling of all, there are two kinds of falsifiability: rational and empirical. The former kind is employed in rejecting erroneous mathematical proofs and even mathematical theories of physics; the latter, in rejecting physical theories. A true logical or mathematical theory is not empirically falsifiable, and neither is the 2VL logical syntax validating the falsification process itself! The syntax is literally tautological.

> The point of all of this is that a theory can evolve, changing its form to absorb more and more real content. That's what I meant by "more or less exact". Perhaps "more or less correct" would have been better.<

**RFV**: Yeah, OK. That's what I thought, but in the explanation I got some interesting understandings. This does put my notion of the {u\_i} into a dismal light and I don't exactly know what to do about that. I think I'll leave it as a record of my discontents along the way:)

>>> But even if not, we can be sure that the correct theory will conform to our mental structures, since otherwise we won't be able to create a conceptual isomorphism with it (and that's what a theory is).<<<

>> I have a hard time with this. An analog computer is an isomorphic structure of a screen door when it is set up to solve the screen door problem, however, a general purpose computer is \*not\* isomorphic with a screen door when it solves the screen door problem. General structures are adaptable in a sense which allows them to accommodate an isomorphic model without themselves being limited to anything like that model structurally. So in what sense (and to what degree) do you insist on

this conformal mapping? <<

> There is a very general abstraction called logic that permits various

mappings among devices and other physical contexts. Have you ever heard

the term "up to isomorphism"? It generally refers to a relationship that contains an isomorphism, but exceeds it. Some logical abstractions permit multiple isomorphisms, and these isomorphisms may be either structural or functional or both (in the above question, you seem to be talking about these two distinct kinds of isomorphism). <

Indeed. More-or-less as levels of isomorphism? BUT, if one allows levels or degrees, then isomorphism can certainly not \*mean\* equivalence -- nor does it. Then to substitute "equivalence" seems unwarranted without being able to demonstrate isomorphism at \*all\* levels.

**CML**: Isomorphism always denotes “equivalence with respect to ( )”. Two triangles of the exact same size and shape are isomorphic with respect to structure, but if one’s red and one’s colorless, the isomorphism holds only with respect to geometry and gives out with respect to color. Were one triangle to have more structure than the other, homomorphism would be the best we could do; but since color is independent of (and in fact irrelevant to) geometry, isomorphism holds. It’s just that for the colorless triangle, including color in the isomorphism doesn’t even make sense. So the triangles have equivalent structures but differ in aspects like color and location. On the other hand, perfect isomorphism with respect to all predicates describing two objects means not just equivalence, but identity.

> In any case, for computational purposes, the isomorphisms you mention are logically equivalent up to isomorphism with the screen door problem (whatever that is). <

**RFV**: The problem is to determine the angle of a screen door that has a spring and dash-pot. It's solution is that of a simple differential equation. In an analog computer there is a resister whose resistance is scaled to the resistance in the dash pot on the door, the inductance to the spring constant, etc. and the current in the electric circuit is related in the same way to the angle of the door. It's all one-to-one. In a GP computer of course the analogies become much less obvious in the sense of there not being a continuous nor continual solution, i. e., it doesn't hardly map at all. In a DDA (Digital Differential Analyzer) the physical structural analogy of components is maintained with digital registers and the flow of overflow bits becomes and analogy for the current/angle. Just a side tidbit:)

> The "abstractions" being employed by the two types of computer are always expressible in terms of the penultimate abstraction, logic. Nothing I've said so far is incompatible with this fact. <

First of all, it is in a very obscure sense that one can say an analog version is implemented in logic because it \*isn't\* anymore than an electric current is logic. Secondly, you seem to be implying that \*logic\* is a structural level of the brain -- maybe that's where 2VL comes in. But I don't think so. I believe logic in the sense of AND,

OR, NOT and IMPLIES is an acquired capability of the mind superimposed many layers above the structure of the mind. I don't believe we are \*primarily\* a "logic machine." We are pieces of U (conceivably:) capable of implementing limited complexity logic circuits.

**CML**: The brain is indeed a logic device (a neural network), but this is hidden by the fact that it employs logic to construct modes of activity that are apparently illogical in character. Electric currents are logical in essence as well, obeying a 2VL theory of electromagnetic interactions whose statements and their negations are T and F respectively. The EM currents behave isomorphically to the theory, and the theory behaves isomorphically to the logic inherent in its structure. Every “nonlogical” predicate in the theory is in fact embedded in one or more logical variables or relations just like a seed is embedded in an apple.

EM current “is” logic because insofar as it behaves coherently enough to conform to a theory, it must coincide with something that permits it to do so. Whatever that something is, it obviously includes logic (since if it didn’t, the current could not behave in a coherent way or even maintain its existence = T (as opposed to nonexistence = F). The mistake is to underestimate the tendency of logic, often disguised by “other” elements of reality syntax which are themselves logical in form, to naturally assemble itself into seemingly illogical configurations and processes.

**RFV**: At this point I'm going to repeat your original sentence from above:

>>> But even if not, we can be sure that the correct theory will conform to our mental structures, since otherwise we won't be able to create a conceptual isomorphism with it (and that's what a theory is).<<<

There is a sense in which M(T) <--> T for any possible T. Of course there are probably even existing theories that have not yet been completely comprehended, M(T), although already formulated, T, in which case you seem to be content with M(T) \*being\* what a theory \*is\*. And there is definitely a sense in which T <--> T(U) and you seem to be

content with T(U) \*being\* U because if there were more \*known\* of U it would be in T(U). I think what I feel certain of at this point is M(T) <--> M(T(U)) <??> U.

**CML**: Theories consist of abstract relationships. To whatever extent they are correct, i.e. apply to some part of reality, they coincide with that part. Why? Because the abstractions that correctly describe a part of objective reality, whether or not you are aware of the actual correspondence, are exactly the ones that are indistinguishable from its concrete components (as in the blue shades analogy of yore).

...

>>> A syntax takes the form of general information and is implemented by generalized cognition.

...

**RFV**: Whoa. Chris, you've got to start me all over on this one. I thought I was about through the original sentence:) I think I buy the original sentence with the extension of "generalized" cognition within my limitations expressed above. BUT...

> The phrase "generalized cognition", actually synonymous with time,

How in hell did we get here?:) I take a "synonym" to mean that a dictionary can help me, but it doesn't here.

**CML**: All you need is your memory, because we’ve already been through this. The operative analogy is time : space :: cognition : information. I.e., time = info-processing = generalized cognition (where information here refers to the abstract dimensions of real objects and processes, which, as we’ve already seen, coincide with them).

> simply extends human cognition to generic information processing. <

**RFV**: How does/can "time" perform this function?

**CML**: Time is not a “thing”; it’s a function. . .a function of spacetime. Spacetime performs this function because it’s full of syntax, and some of this syntax is grammatical as opposed to structural. Grammar governs the evolution or state-transition of the language of reality.

> It's this sense in which generic information processing obeys a "cognitive syntax". <

**RFV**: I was left on the other side of the river on this one. Help!!!

**CML**: See my last entry above.

> Thus, time is any grammatical implementation of the SCSPL reality-syntax. <

**RFV**: I think we have to hold off on SCSPL a little longer.

...

>>> A photon is a configuration of the syntax of reality; <<<

>> Chris, you're going to have to lighten up just slightly on some of this stuff:) What you appear to be saying is that a photon is properly speaking a particular instance of the general structure of reality. That isn't very informative. What \*do\* you mean here? <<

> Just that a photon obeys certain structural and behavioral rules, and those rules exist as constraints within the overall set of constraints called "the reality syntax" (including the laws of math and physics, of which our exhaustive knowledge is not assumed). These are the abstractions to which the photon primarily corresponds. Stay with it, Fred - this is all really very simple (given the unnecessary compartmentalization of physical concepts in diverse formalisms, maybe the problem is that it seems \*too\* simple). <

**RFV**: This part I have gotten largely because of your patience, so stay with me:)

...

> That a photon is both real and abstract is an absolute, nonprovisional fact. However, what counts as "real" and "abstract" in any given case is a relative (or provisional) matter, and sometimes even a matter of semantic convenience. I sometimes tend to assume that my meaning is obvious when it isn't. <

**RFV**: This was very clear.

>>> but given from the outset. It's only the exact corresponding configuration of reality-syntax that remains a mystery (and in a sense, not even that). <<<

>> I assume you mean that the actualities of the behavior of photons are all that is (may be) unknown? Its place in the structure of reality \*is\* known? <<

> Some aspects of a photon's behavior, and corresponding details of its

place in the structure of reality, are known. But the intrinsic structure of the photon - the syntax it obeys - is not known except through this behavior. You can't hold a photon under a microscope and dissect it; all you can do with any subatomic particle is collide it and monitor the resulting events. Sometimes, you get what appear to be objective subparticles, but again, you can only see them through their effects. So all you can say for sure is that one configuration of SCSPL reality-syntax is merely decomposing into others. Getting too hung up on "objects" and their "innate properties" has been a recurrent problem in science; one generation's "particles" are the "subparticle interactions" of the next. <

**RFV**: Other than the reference to SCSPL (which I'm deferring) I think I

understand this and certainly agree with it!

> We need to realize that what we're dealing with are transformations of a global nomology or "syntax" (or to oversimplify and appeal to popular terminology, of the "TOE <

"theory of everything?"

**CML**: Yes. The TOE is envisioned as a master equation governing all of reality . . . a condensation of all the laws of physics.

> ultimate equation", along with the syntactic structure of the language in which it will be expressed). <

**RFV**: I see where you're coming from but slipping the word "nomology" in there was a dirty trick because that's the part I'm having trouble accepting:)

**CML**: “Nomology” refers to the abstractions governing the evolution of reality. It’s inherent in spacetime. There is no assumption that we can ever do more than approximate it in any human theory. All we know about nomology is that it is what connects events, and is what effects the consistency of our perceptions. Nomology must exist up to determinacy, or its absence would show up in the form of irresolvable perceptual paradox. A distributed abstract nomology to which perceptual reality must conform ensures the resolvability of paradox, which is just a way of saying “the self-consistency of reality”.

...

>>> Analog computers are as bound by 2VL as are digital computers; an analogy either exists (1) or not (0). <<<

**RFV**: But that analogy is \*not\* performed by the analog computer, so I still don't see where you get that such a computer is 2VL. The use of its results may involve 2VL, but its operation doesn't.

**CML**: Without 2VL, it would have no coherent “results”.

>>> All distinctions are 2VL; <<<

**RFV**: \*It\* doesn't make distinctions.

**CML**: Yes it does. It distinguishes between what it is and what it isn’t, and how it must behave and how it must not behave. These distinctions are encoded in the spacetime it occupies.

>>> one thing is either distinct from another (1) or not(0) on a given level of definition. <<<

**RFV**: Is an electron in a circuit of my computer distinct from one in yours? I think yes. Is an electron in an adder circuit in my computer distinct from one in my instruction register circuit? Is an electron in \*a\* circuit distinct from another bound electron in a copper atom of the wire through which the electron travels at that moment? Is it distinct from adjacent band electrons in the flow? Distinctions get a bit fuzzy.

**CML**: Our respective electrons are distinct images of a single distributed “syntactic photon” consisting of the rules that all photons must obey regardless of where they are. The images reside in different locations, and these differences are significant. But it’s like Wheeler said to Feynman: they’re all one photon.

>>> Since information consists of distinctions - constraints differentiating one thing from another - information is 2VL. Since theories consist of information, theories are 2VL. <<<

**RFV**: I can accept Whitehead and Russell on that:)

>>> And since theories are isomorphic to reality, reality is 2VL. <<<

Where I'm at, you've just convinced me that M(T(U)) is 2VL.

>>> There is no escape...no crack in the stone of truth versus falsehood. Even to explain why there might be, you would be forced to resort to 2VL...and your putative exception would be embedded in 2VL by fiat. <<<

That's certainly true for M(T(U)).

**CML**: Great! Because the isomorphism M is a perfect equivalence relation with respect to everything but degree of generality (the abstract is more general than the concrete because one abstraction can possess many concrete actualizations). So M is an equivalence relation between T and U up to isomorphism (i.e., up to exhaustion of the structure of U).

>> This is not very convincing to me. First of all, accepting your premise that all distinctions, knowledge, etc. are 2VL does \*not\* prove anything about "reality." Ideational objects -- even given the isomorphism -- are \*not\* \*the\* objects themselves or exact equivalents -- there are, for example, things which are not known about photons that are true of photons but not yet integrated into the ideational counterpart. So we have isomorphic structures of the reality of which we are aware and the reality we thereby presume. And we are in some sense limited such that our truths pertain to such a reality, but what about undecidability and such notions. How do these not end up being cracks in the stone? One must reason decidably about undecidability which doesn't, thereby, prove that all things are decidable. <<

> First, logical consistency equals the syntactic phase of truth. <

**RFV**: I buy this except that I'd mellow out "truth" just a little to something like "correctness" or "verifiability."

**CML**: No, the syntactic phase of truth equals consistency. That’s what the predicate “true” means with respect to syntax.

> The stability (objective perceptibility) of reality implies that it's

consistent, <

**RFV**: \*per\*sistent at least. Perhaps one could argue from persistence in U to consistency in T(U).

**CML**: Yes, one could. As T converges on the reality syntax, U and T(U) become coincident.

> and the fact that it's consistent implies that it conforms to 2VL. <

**RFV**: I think there's a logic hop here I didn't make. An analog computer's solution is persistent but is not thereby (in my opinion) 2VL.

**CML**: See above. Consistency is a 2VL concept synonymous with the tautologies (T OR F) and NOT(T AND F). Since reality by definition contains all truths - otherwise, they wouldn’t be “true” - its consistency implies that it contains no falsehood (since such a falsehood would contradict the truth corresponding to its negation). So consistent means true means included in existential reality.

> Again, something either exists (1) or does not exist (0), so as soon

as you say that it's real or that it exists, you tag it with a logical

predicate (1 = true = reality-inclusion) that anchors it to the entire

logical syntax of which this predicate is a part. <

**RFV**: I totally disagree here. Saying that something "exists" adds nothing of logical import to a concept in this context. Do the true (1) statements, "Mastadons do not exist," (1/0) and "Unicorns do not exist" (1/0) imply the same level of nonreality (0)? If "existence" is 2VL, it should.

**CML**: “Exists” = “is included in an existential system”, which implies “is (at least) included in (the most basic existential level of) reality”, which implies “is consistent with the rest of reality”, which equals the syntactic phase of truth. Now, T and F only become contradictory when they coincide in some actuality; fortunately, “Mastodons do not exist” need never coincide with “mastodons exist” in any actual context. That is, “Mastodons do not exist” can be interpreted over a range of actual times for which it is true. On the other hand, “Unicorns do not exist” can be interpreted over an even larger real context, and to that extent is quantifiably truer in a concrete context.

> Of course, we can still make a distinction about which level of reality includes this something, but whatever that level is, it obeys the distributed tautological syntax of reality (logic). <

**RFV**: Granted you can probably escape the former argument with a defined "level of reality." But more importantly an electric field is not defined in terms of whether it "exists" or not. It is more, "given x, then y," such that existence becomes very much a side issue in T at least \*and\* there may be "hidden" parameters {p\_i} in a theory for which not everyone envisions a counterpart in U. So the "existence" of {p\_i} in T leaves its existence in U (and therfore at all) quite up in the air.

**CML**: If relevant, the parameters p\_i are (at the very least) permissible transformations of reality syntax that may be realized in physical reality. Color force among quarks is a pretty weird parameter that has theoretic utility, but can’t yet be empirically established. The configuration of syntax we’re currently working with won’t actively display it. But one day we may contrive to force a transformation of syntax that does. Moreover, this transformation will itself be governed by the syntax that is transformed. I.e., the syntax is autologous.

> Second, decidability is a logical concept whose definition is based solely on logical (syntactic) operations, namely those executed by Godel in defining it. So you can't use it against logic without undermining its definition and thereby invalidating it. <

**RFV**: I am not very enthused about Godel's destruction of \_Principia M.\_ myself and I'm somewhat interested tangentially in your statement here.

> I suspect that what you might be positing is an abstraction exceeding

> logic and consistency...an even more general predicate.

No. But thanks for thinking so highly of me:)

> Indeed, that's the only thing your description would fit. No problem; the CTMU contains an ultimate predicate called UBT (unbound telesis). But logic is a closed tautological system, and the relationship of this "pre-logical" predicate to logical reality is appropriately constrained.

Whoa again! If I'm going to stay in this monastery, you have to go

slow.

**CML**: Information consists of distinctions in which one thing is syntactically constrained to differ from another. Because concrete reality mirrors the abstract information coinciding with it, it too can be regarded as information (we’re information too, and the reason all this info seems “concrete” is that there’s a syntactic displacement principle in effect). So the question arise: what does this information become when all the binding constraints are removed? The answer is Unbound Telesis or UBT, the groundstate of being. This universe has only arisen within the UBT groundstate because it has constrained itself to do so; this is the sense in which it’s “self-configuring”.

> After all, what I'm trying to tell you about is the \*logical\* structure of reality, without which it would be no reality at all. For God's sake, don't interfere...your world could dissolve into an illogical chaos of ambiguities right before your eyes (and you're a part of it)! <

**RFV**: It has! It has:) But I'm feeling better. Please don't do that to me again:)

> ...

> employers don't know the meaning of "vacation time". And speaking of

> saloon barons, you apparently run one of the great "salons" of the

> 20th-21st centuries!

Slipping logic by me is one thing, but when someone tries to get humor by me, I have a hard time with it:) What on earth do you mean?

**CML**: The salons of the nobility used to be the most lively, scintillating conversational settings in the world. Salon Baronßàsaloon baron.

...

>>> As explained in the preface, mental operations cannot be distinguished from real operations except in a provisional way. That's what I mean by "a CTMU context". It's given a priori. <<

>> Nor of course can they be equated in other than a provisional way. I understand now, but this need not be a "CTMU context" for the sense to have real meaning. <<

> Yes, they can be absolutely equated, because as I explained above, we

ultimately can't prop up the distinction between them (distributed

solipsism, remember?). <

**RFV**: Yes, but you must remember that you left me back there on the peg labeled M(T(U)).

Not really, at least when T converges on reality syntax.

...

>> In view of what follows, I need a little definition of what this

generalized "mentation" is. Does it relate to that which takes one form of reality into another, or what? <<

> Any construction you place on "mental" above and beyond pure information processing, information transduction, state transformation, etc. is, as we observed last time around, superfluous and anthropocentric. <

**RFV**: Let me backslide just for a little reverie here. What about "likes," is that a "construction" on "mental?" I think so. So if it isn't carried into "generalized 'mentation'" where is it? Ok, so it's "anthropocentric," so what? Do we then have M(a,T(U))?

**CML**: No, what we have is a component of the cognitive syntax called ETS, short for Emo-Telic Subsyntax. The emotions are subjective predicates like qualia; special subsyntaxes are reserved for the predicates in these groups. But the relationships of these predicates with other syntactic elements are logical in nature. Enough on that for now.

> These are what is meant by "generalized mentation"...what you get when you take the "men" out of "mentation".

**RFV**: Sometimes your technique reminds me of men of God in my past:)

**CML**: Against my better judgment, I’ll take that as a compliment.

> Again, think "time" (the grammatical implementation of reality-syntax by reality itself, i.e., reality self-processing). <

**RFV**: Chris, Chris,... I'm not ready for baptism. This is only my second lesson for god's sake:)

**CML**: That’s OK, we’ve been through it at least twice up there.

> Remember, where "abstract" and "real" are the same, so are mind and

reality, and so are human and nonhuman info-processing; <

**RFV**: Got it!

> Cognition <---> time. <

DON'T got it!!!!

**CML**: That’s OK, we’ve been through it at least thrice up there.

> The logic is so simple it hurts!

**RFV**: I know, but I still ain't got it!:)

**CML**: That’s OK, we’ve been through it at least fource up there.

> Human cognition, assumed to be fundamentally unique by anthropocentrists everywhere, is just the temporal processing that goes on in a brain. [Of course, there may be more to it than that - and there is - but for present purposes, that's good enough. The "more" in question has to do with distributed solipsism, and the consequent fact that there is a sense in which sentient cognition is primary...that what goes on in reality, namely temporal processing of all kinds, really goes on in the minds of sentient observers.]

**RFV**: This soothes my mind, but all of this is \*not\* just "time!"

**CML**: Sure it is. It’s the refined kind of time that passes in a brain.

...

> Yes. A photon is a very fundamental object that can be described as

"expanding" at the speed of light, and then "collapsing" someplace on its own expanding wavefront. This amounts to "motion of primary type", and is how the spacetime metric is created layer-by-layer in the conspansive model (CTMU spacetime). When a baseball moves, it's moving in a much more continuous fashion through a sequence of metric domains created by conspansion (as described in that Noesis/ECE 142 file I sent you, geomusser.doc).

**RFV**: If that was more than a brief page or two of text, I'm quite sure I did not get it \*or\* \*get\* it!

**CML**: Re-sent and acknowledged.

> That's "motion of secondary type". But I hope we're not getting ahead of ourselves here. <

**RFV**: I think we may well be.

...

>> However, that is a long ways from saying that I accept that complex

formulations of reality exist outside the brain! Not that I couldn't

ultimately be convinced, but am currently not. <<

> Again, Fred, your distinction regarding what's "inside" and "outside" the brain doesn't necessarily work for the mind corresponding to the brain. In a solipsistic model, the brain is merely the localized objective terminus of a material endomorphism (internal self-mapping) of the subjective, distributive mind. Because the mind shares the syntax of reality, and that syntax is scale-invariant (or geometrically self-distributed in the sense of a hologram), its boundaries are those of the reality it perceives. But you can't fully understand this without understanding the conspansive model of spacetime, <

You're right. I'm not there yet.

> in which objects literally "include themselves" in a spatiotemporal sense. That is, their SCSPL syntactic images, which are basically cognitive in nature and correspond to the subjective phase of their existence, temporally configure the metric in a cumulative step-by-step way by "expanding through space" at the common rate c (that's inner expansion) and then "recollapsing" to define the objective phase of their existence (that's requantization). Inner expansion and requantization correspond to coherence and decoherence of the quantum wavefunction. <

this part looks interesting but so far from the outside.

...

>>> Let me save you some time. The isomorphism is given on a de facto basis. Indeed, it follows from the preface. <<<

>> This is my \*big\* problem so far. It occurred above and now here. This is where we need to concentrate effort!!!! I have \*not\* bought in here yet. <<

> Again, the syntax of the mind is that of reality as a whole; that's the distinguishing characteristic of SCSPL. <

Even ignoring SCSPL for the present, this equivalence from isomorphism of T to U is still a difficulty in as much as I have only accepted M(T(U)) <??> U, and now I must accept that U(T(M)) <--> M. I don't know...

**CML**: Again, where T stands for the distributed reality syntax (or “ultimate theory”), M:TßàU, and the isomorphism M collapses because you can’t keep the abstract and concrete sides of reality out of coincidence up to U isomorphism (due to the blue shades analogy), M(T(U)) = U.

> The deepest, most general level of this syntax is like a hologram whose image exists everywhere within it on all scales. That's due solely to a lack of prior constraint on scale; since the syntax is primal, no prior constraints can exist (this is a mathematical criterion, not the assumption of some big holographic crystal

dangling in Ur-space). <

**RFV**: Yes, but saying "the syntax is primal" does not make it so.

**CML**: No, but \*describing\* it as such certainly does, provided that description is embedded in the kind of model we’ve been talking about. After all, if syntax isn’t primal, then the process of its creation required a more basic level of syntax that \*was\* primal. That’s what Hawking is saying (in effect, without dealing with the logic) - you ultimately have to deal with reality on a primal level on which its syntax (or nomology) is self-configuring. His No Boundary Proposal states that the universe is nomologically self-contained, the laws of physics guiding Creation itself. The CTMU is just a more logical treatment of that existential necessity.

> The brain partakes of this distributed holographic syntax - the technical term is "hological" - by virtue of its topological embedment in physical space. But through conspansion, this topological embedment is computationally reciprocated by the mind corresponding to the brain; the mind (cognitively) contains the reality that (topologically) contains the brain objectively embodying the mind. <

**RFV**: hmm.

> Logically, this comes down to certain CTMU duality principles mentioned in that geomusser.doc file. <

Evidently I need it.

> In particular, a form of duality that can be referred to as "spacetime-object", "wave-particle" or just plain "conspansive" defines an alternation in which the mind solipsistically configures reality by a cumulative selective filtration of syntactic potential; during the inner-expansion phase of conspansion, the mind builds a set of exhaustive potential future realities by superposition, and in the requantization phase, selects a future reality in which to re-embody itself as a material brain. Just in case this conjures up some kind of bizarre "brains-in-vats" scenario, please remember that the mind,

just like a photon, is regarded as a configuration of the reality syntax. Indeed, all matter behaves alike in this regard; as does the mind, so do its contents. <

You have really gone too far too fast for me. let's get me over the two big hurdles first.

...

>>> Only tautological self-distributed systems possess "certainty". <<<

>> The "certainty" or necessity of such a consistent system would indeed be very convincing but the "only" here bothers me. <<

> It inheres in the definition of "tautology". Tautology, which denotes informational closure, exists wherever stable perception is possible. <

Is that last obvious to you? It isn't to me. Why is it obvious?

**CML**: Because truth is identified with tautology in 2VL, which is a necessary framework of the reality syntax. Otherwise, you could not distinguish which perceptions are “real” (T) and exclude those which are not (F). I keep explaining this point.

> Specifically, it must exist in an embedding system of any perceptible nontautological system precisely because the latter is stable enough to perceive; <

**RFV**: We've gone from a "perceptible" system to one that "perceives" without even an argument.

**CML**: *Hypothesis*: The universe is a piece of self-executing (self-recognizing, self-processing) code; the universe must configure itself so as to interpret its syntax in situ.

*Proof*: There is no external hardware on which reality can run, and no external programmer/executor/recognizer to keep it in touch with itself and running. So the universe must provide its own recognizer, i.e. perceive itself. Now suppose there’s a separation between recognizer and syntax. Then the syntax can’t recognize its own parts to remain connected, and there must be a remote feedback loop within the U enforcing syntactic coherence. But then how do the components of this loop recognize each other so as to remain connected, and how is the info conveyed by this loop enforced on either end of the loop? This leads to a buck-passing regress in which the remote enforcement of coherence must ultimately close on a level of syntax that is distributive and completely self-recognizing. And since any lesser syntax must be embedded in it, its distributed self-recognition function continues to apply.

> closure is what forms the informational boundaries that distinguish and define the percepts. <

**RFV**: You seem to be saying that that which is "perceptible" ipso facto "perceives."

**CML**: See last entry.

> Unfortunately, we seldom know exactly what the embedding system is (e.g.) because definitive axioms are missing. This, of course, relates to undecidability, which states that axioms are always missing in logico-arithmetic systems of sufficient complexity. But the important thing to realize is that because perceptible informational boundaries exist - because the system has enough distributed structure to be coherent and self-connected - closure is given at various levels of systemic self-reference. It's an existential necessity in the mathematical sense; no informational closure ---> no stable perceptual

invariants. <

**RFV**: This looks like a place where the basis of holography, i. e., fields on a boundary could be used in the argument, but I can't put it together and make it work as you envision it.

**CML**: That’s because you still aren’t imagining the hologram as a self-contained entity.

> To have certainty at arbitrary levels of specificity, we'd need to know all the axioms of the overall system...i.e., a full description of the global systemic tautology allowing perception. Obviously, any nontautological subsystem is "open" to undecidable data and therefore uncertain. In the case of reality at large, this uncertainty - which, by the way, is associated with quantum uncertainty - owes to the fact that increasingly specific axioms are even now being created by sentient agents. That's why reality, AKA SCSPL, is said to be "self-configuring". That's what intrinsic cosmogony is ultimately all about.<

**RFV**: ?

**CML**: That should read “open to undecidable perception” for which a T or F distinction can’t be made due to the absence of a tautologically-defined truth predicate.

> Sorry if I lost you up there, but explaining this is hard. <

**RFV**: Yeah. Jesus, if I ever get this I hope I don't become a CTMU bible thumper:) It could be worse than being a Jehovah's Witness:)

**CML**: Especially if you’re trying to explain it to people who know nothing about the subject matter, or for that matter logic.

...

>> I still have the problem of not having accepted the ubiquitous nature of 2VL. <<

> It's ubiquitous because if it weren't, we'd have a breach in the boundary between 1 and 0 (true and false), which would compromise informational boundaries at all orders of predicate logic (in the abstract logical phase of reality), which implies the perceptual inconsistency of reality, which means logical collapse of the entire perceptual system (due to the systemic ubiquity of the truth or systemic inclusion predicate, inconsistency can't be isolated in logical and perceptual systems; a hole in truth means holes everywhere!). Note that undecidability relates two elements of informational closure or perceptual stability, namely consistency (the integrity of the T/F boundary) and completeness (the fact that certain axioms are even now being decided and are therefore missing from our worldview). <

**RFV**: Chris, Chris, Chris,...all I get from this is that if I don't accept it I may be sicker than a dog for another two days:)

**CML**: Yes, by punitive decree of that Big Logician in the Sky.

...

>> Why would the infusion or exit of a few forms every few billion years mean that there is "no information?" <<

> Because on the basic level of this discussion, the "forms" of interest are syntactic invariants...invariants of perception. If any of these forms were to cross each other, the result would be perceptual inconsistency, loss of closure, and the collapse of perceptual reality, i.e., the formation of a gap between two discrete, mutually disconnected, internally consistent realities in which the inconsistent perceptual invariants are isolated...two mutually irrelevant parallel universes. We're only interested in the universe we inhabit. <

**RFV**: ?

**CML**: Two conflicting elements of perceptual syntax operating in your mind would by definition produce conflicting perceptions between which there exists an irresolvable paradox. But your own personal helping of 2VL logical syntax will filter that out of your perception. So no such conflict can exist. That’s 2VL tautology put into perceptual practice (I already explained why 2VL is an essential ingredient of perceptual syntax).

>> I don't know that I'm ready -- I'm not:) But please administer the

firehose in accordance with your perception of my readiness. I know

there are a couple of concepts that seem like prerequisites that we need to consider terminological deficits to be worked on as we go:) <<

> I've been hosing on this for hours now...I hope it helps. <

**RFV**: Jesus I'm glad to hear you say that because it's been coming out my nose, my ears and eyes for hours! I was afraid you weren't even getting up a sweat:) I think we need to cut down the pressure just a little, but proceed as you perceive I'm able to gobble this. Maybe your perceptions will somehow make a perceptible change in my mental state:)

...

>>> and distributed means general. <<<

>> I don't buy this -- yet:) We could have a very widely distributed

specific thing for which its wide distribution implies nothing but its

wide distribution. <<

> You seem to mean "distributed" in a statistical sense....something sprinkled through a preexisting metric space. The kind of distribution we're talking about here is logical and refers to the syntax of reality itself, which obviously distributes over that which it governs (otherwise it wouldn't be where it has to be in order to do its job). Your kind of distribution is defined on the metric; mine defines it. <

**RFV**: Here's a fruitful patch for more picking I think. A little more on your definition of "distributed" might stand me in good stead.

**CML**: “Distributed” means “without constraint on location”. E.g., when we say that multiplication distributes over addition in an expression like a(b + c), we mean that the multiplier (a) is active everywhere in the parentheses (b and c) without constraint. Distribution has slightly different meanings with respect to the actual and potential phases of reality. With regard to the actual, conditions are constraints on location, so saying that something distributes “conditionally” means that it distributes only where the condition is actually present. When we say that the global reality syntax “distributes over reality” in an actual context, we mean that it distributes to conditional and unconditional extents according to the quantifiers of its elements and the metric distribution of instantiations. But the situation is different with respect to potentiality; insofar as it is possible in principle for any set of conditions to exist at any location, we can say that even conditional elements of syntax are globally distributed. When we say or imply that the entire reality syntax distributes over all of reality, we mean that the potential for any set of conditions to be actualized exists everywhere.

Note that any law L that distributes only where a set of conditions A(B(C…)) is actually present can be globally distributed by reformulating it like this: “Where A(B(C…)), L”. This formulation applies everywhere because it is formulated in a metalanguage of L in which the conditions A(B(C…)) may or may not be present.

...

> Whoops - I meant "circular but nongeneral forms of reasoning that pretend to generality". I sometimes tend to forget that not all scientists are seeking a theory of everything, perhaps because they run into such spectacular problems when they do. Let me explain. <

**RFV**: Good! And yes, I am one of those extremely skeptical of theories of everything not because I don't think that is desirable or achievable, but because I believe it is not scientific to leapfrog the scientific "process."

> Once again, the scientific method entails both local distinguishability and replicability, two predicates which become opposed to each other on the syntactic level. To be universally operative or "replicable", reality syntax ("the laws of science") must be distributed throughout spacetime; but since it is, it's not locally distinguishable. The limitations of the scientific method are those of science. But since science doesn't yet realize these limitations, it continues to seek laws with distributed (replicable) formulations by empirical (locally distinguishable) means \*whether the laws are general or conditional\*. Where the laws are indeed general, this is a logical impossibility; the only thing that can make a scientific law locally distinguishable is the presence of specific definitive conditions that are elsewhere absent. Science often ends up chasing its own tail when it tries to go too general for its objectivist limitations, as it does in fields like cosmology and consciousness.

So what it seems to come down to is this: I'm talking about what science is ultimately trying to do (seek general laws that apply everywhere or at least anywhere in spacetime), while you're talking about what it actually can and does do in its current objectivist form (seek nongeneral laws that are nonetheless distributive in effect, or replicable under more or less specific sets of conditions anywhere in spacetime). I guess I tend to view science in terms of trying to make it what it wants to be. <

**RFV**: This clarifies a lot. I think it would for most people who look at your theory. It's a distinction well worth making even though most would agree on at least a desired convergence in the end.

**CML**: Good. Now combine the above with my last entry. The difference between a universal formulation of scientific laws and a nonuniversal one is that the former specifies a complete set of conditions for each law, whereas the latter specifies what may only be a partial set. Unfortunately, undecidability now asserts itself, and we have to admit that even when we have what we think is a consistent universal formulation, it may not be complete below a certain level of generality (i.e., above a certain level of detail). In this sense, the work of science is never quite done; the universe is still in the process of creation at any point in time, and certain axioms may not be expressed. But note also that the CTMU is being formulated as a general framework for the resolution of specific scientific issues, and does not pretend to be complete in the (forbidden) specific sense. To this extent, you can stop worrying that the CTMU, like some kind of crank theory, purports to “explain everything” in detail. It doesn’t.

...

> In the CTMU, as in Hume, reality coincides with perception (and also with its cognitive underpinnings as described by Kant). <

I don't think Hume ever would have conceded the parenthetical statement would he? Not the Hume whose \_Concerning Human Understanding\_ I read. Is there a section I should re-read?

**CML**: No, you’re quite right. Hume said that mind was a mere illusion induced by perception. I’m saying he was wrong; mind, like objective reality, is a full-blown \*aspect\* of perception. That neither Hume nor Kant had the full story is why we need the CTMU.

> Indeed, science already effectively describes reality as a de facto blend of thought and perception, with theories using rational relationships to weld together our shared perceptions. <

**RFV**: That is good.

> Scientific theories can thus be regarded as "common generalizations" of those little impressionistic dots you mention. So when we set out to construct scientific theories - which is, after all, what we're doing here - we must first buy into the assumption that there are commonalities among our perceptions. And this isn't really a questionable assumption, because those perceptions (as opposed to our personal interpretations of them) can always be scientifically reconciled. This reflects the fact that reality is logically self-consistent, which in any case can be established by reasoning along the lines described above. <

Yes, although sometimes people like Dirac think it may not be:)

**CML**: Although some people think that quantum state superposition violates 2VL, it doesn’t, because no law of mutual displacement is in effect among potential states (only actual states). I think that’s what you mean here, anyway.

...

>>> If you're right, then Wheeler's title for his thesis ("Observer Participation thesis") would seem to indicate his agreement with me about what constitutes an "observer", namely anything able to participate in an irreversible change. <<<

>> That happens also to be mine:) It is a good concept that concedes what has to be conceded without selling out altogether. It also is in stark conflict with relativistic concepts -- whoops, let's stay on course here:) <<

> That's good. Then you're amenable to a formalism in which the universe perceives itself through the objects it contains. That's SCSPL, and that's the CTMU. <<

**RFV**: Perhaps amenable, but at any rate to the notion that it contains

irreversible "observership" changes:)

...

>>> It's even simpler than I put it above. Experience entails something that experiences and something that gets experienced. So if reality consists everywhere of experience, it is everywhere self-experiencing, and has everywhere the character of both mind (the subjective experiencer) and objective reality (that which gets experienced). <<<

>> A good notion, but I see this from my background as more of a demonstration of observer/controller equivalence duality. From absorber theory (Wheeler also) there is no significant distinction to be made between emitter and absorber. In tracking technology, the algorithm for tracking many targets to minimize uncertainty is essentially the same (an inverse) as that to situate sensors so as to maximize observability. <<

> Two different languages describing precisely the same thing. The main

difference: my language has been developed in the direction I've been

outlining, resulting in a global reality theory. <

**RFV**: Of at least secondary significance is the difference associated with the other dualities involving the inverses of fairly involved mathematical transformations:)

**CML**: Well, if you’re not talking about simple line/plane geometric duality, you’re probably talking about VàV\*=Hom(V,R)àV\*\*=Hom(V\*,R) duality in multilinear algebra, which is what I’m guessing from your relativity background. That is, the way a basis B of an algebraically reflexive vector space V gives rise to indexed coordinate functionals comprising a dual basis B\* of V\*, and iterating this relationship once more takes you right back to V (i.e., to V\*\*, which contains no further nontrivial structure beyond that of V). Yeah, that has an approximate parallel in the CTMU: to wit, V is analogous to syntax, V\* is analogous to the set of mappings from syntax to perceptual reality, and V\*\* is analogous to the set of metaperceptual mappings from V\* back to syntax. It’s about self-reference, a basic feature of self-perceptual reality.

Incidentally, that’s what I mean when I talk about how the theory of metalanguages is embedded in the structure of reality; the analysis of perception involves a metalanguage of object-level perceptual language, and reality employs such a 2VL-based metalanguage in order to enforce self-consistency. In fact, where L is the object language of single percepts (“perceptual objects”) arranged in time and empty space, and U is the perceptible universe itself, the entire perceptual map LßàU is distributed over reality, and so is the metalanguage L’(L) referring to it. If this looks a bit like the M:TßàU notation we employed above, that’s no accident.

[[The event (multi-particle) IED is the site within which consistency is preserved, control is effected, and every other metalinguistic function is executed. The IED “accesses” the conditionally-distributed metaL syntax.]]

>>> So the categorical imperative relating the subjective and objective aspects of reality everywhere coincides with experience; <<<

>> I have always seen the duality as action/observation -- both fairly

closely associated with a subjective view of reality overlaying a

physical level. Not worth persuing here probably:) <<

> Maybe so. One of the best ways to achieve understanding is to see the same things in as many different ways as possible. But remember; according to distributed solipsism, which is simply a correlate of yesterday's "blue shades" analogy, "subjective reality overlays physical reality" dualizes as "physical reality overlays subjective reality". The dual viewpoints are complementary and mutually essential, and this is the point. From this duality, plus a big load of logic, the CTMU follows. <

**RFV**: Well, actually the duality I was musing on was the action/observation one analogous to the tracking/sensor-assignment duality. There is for any set of observations an ideal action of sensor positioning that minimizes uncertainty.

**CML**: Sounds very interesting. And I think we’re talking about somewhat the same thing, in that reality theory is about finding an optimal syntactic configuration from which to consider multiple observations and interpretations of reality. In this case, “action” is cognitive and involves the selection of appropriate metalinguistic principles and parametrizations for evaluating object-level syntax (cognition) and semantics (perception). Now, how’s that for an earful?

By the way, where do I find out more about these observer/tracker algorithms, preferably from a layman’s viewpoint?

...

> Hope you like this as much. <

**RFV**: I have, but to tell you the truth, I'm exhausted. I hope my recently withered IQ isn't embarrassing itself too badly.

**CML**: Not at all. You still seem pretty smart to me. If you just think about how points made so far might apply to your further questions, I think we’ll be fine.

***Part VI***

**RFV**: I believe I understand (and am sympathetic with your notion that T reflects all we know with regard to the operation of U and it makes little sense to blabber about that which is beyond such an understanding. I have very little difficulty with this. This is what

seems very scientific to me.

On the other hand, what I have extreme difficulty with is my insistence that T is not U in the sense of T being our theory of how U works and not the particulars of the night sky, a child's smile, etc.. To say that T is that, i. e., U, is more than I can acknowledge as of yet.

I am not going to worry too much about how consistent I'm being - you can identify if and where my positions seem inconsistent to you. But suffice it to say that I think I have less difficulty with your (subject, object)/(perceiving/perceived) dualism than the (T/U). The reason for this acceptability derives from my own acknowledgement of

transactions being all we can know of what is real in any case. And here we have observer and observed shaking hands as in absorption theory. So in the sense of perception being the operation on U, U is self-perceptual as I now take your meaning.

**CML**: This is promising except for your continuing difficulty with the T/U dualism, which seemingly reflects your desire to have it both ways...to admit that mind equals reality, but reject the implications of this admission regarding the nature of theories. In fact, your T/U distinction entails the subj/obj, observer/percept, abstract/concrete, and solipsist/objectivist distinctions, which we have already shown are ultimately illusory. So the T/U distinction must be illusory as well. Your problem is that you insist on viewing T in the ordinary scientific way, as a temporary and unreal abstraction that will inevitably be superseded as “real” data accumulate. Unfortunately, that amounts to clinging a priori to the objectivist model.

What you have to do is forget about T and pay attention to the limit of T, i.e. its syntax Syn(T)(the part of T that remains invariant as T evolves). For reasons already explained, Syn(T) is also the reality syntax Syn(U); Syn(T) = Syn(U). So T, as opposed to the mapping M:TàU, is almost invariably “true” on the syntactic level, i.e., has a model in Syn(U) (although perhaps not the one we have in mind). Remember, we’ve already shown that the abstract dimension of U is “real” in a general sense, and can therefore be described as “the abstract phase of U”. Call this phase U\_ab. Now, U\_ab permits the abstract existence of physically unrealizable relations, i.e., relations that cannot be consistently mapped to the physical phase U\_phys as semantically interpreted. Your apparent assumption that everything in U\_ab must be realized in U\_phys is neither correct nor implied in anything we’ve discussed so far. Please try harder to lose it.

**RFV**: If you mean this in the sense of Berkeley whereby our perceptions are all we know of "objective reality," I buy it. In his concept, there is some basis for these perceptions and there is little (if any - he thinks it would actually be a negative) advantage in accepting matter over "spirit." I have no real problem with that.

**CML**: It’s good that you have no problem with that, because as Berkeley pointed out in less sophisticated language than we’re presently using, the only alternative is to accept that matter is uncreated and eternal (which is totally opposed to what we actually know of temporally finite physical reality and turns out to be logically absurd to boot). What Berkeley called “spirit”, we call “telesis”.

**RFV**: The "concrete phase" means something different to me perhaps. I see a needle on a tree. I perceive it exclusively as a needle and not as an abstract result of a theoretical process whereby it grew and the weight of gravity that brings the limb on which it hangs before my window. There are probably billions of similar needles in my purview but they are only there in the sense that I would miss them if they were mostly all gone. Perceptions are not very directly supported by theory is what I'm saying. They're just there. They are the given!

**CML**: Right...perceptions are “given”. But so is their consistency with other object-level perceptions, and so is the consistency of the higher-order relations educed from those perceptions. Without those relations, your “needle” percept is quite meaningless, and in fact, can’t even occur. That’s because these relations are responsible for your ability to distinguish that one little needle from everything else. In other words, the n-ary relations you “educe” from the set of perceptions including the pine needle, as included in the variable, evolving part of T, converge on the T-syntax Syn(T)=Syn(U), which underlies your ability to make the perception in the first place. Please think about this in light of my first entry above.

**RFV**: "T equals a global distributed formulation of the reality syntax" certainty implies a faith in the comprehensibility of the laws of nature - that I don't have much trouble with, but much more than this. It implies that the universe can not be without such a formalization. This implies that the formalizations we discover have to correlate with an actual a priori formulation. I have some difficulty with this - I think from a scientist's perspective. I tend to see the universe as just being there and about which we discover certain regularities by which we can describe it efficiently. Our descriptions are ours and have little if anything to do with it!

**CML**: Now hold on there. Neither faith nor comprehensibility is implied by the phrase you’re quoting, at least in the sense you seem to presume. All that’s implied is consistency. The logical consistency of perception implies all by itself that a “global distributed formulation” of Syn(U) exists. This formulation need not even be complete; beyond what’s necessary for consistency, it may contain all kinds of ambiguity. It can even be a set of consistency-preserving syntactic automorphisms rather than a single formulation. But consistency is a sine qua non of existence, and U cannot exist – not now, and not ever – without a higher-order logical relationship representing and effecting it. It’s important for you to grok this fact. No consistency in higher-order (inter – and intraperceptual) relations = contradictory object-level perceptions = multiple dissociated realities. That’s not a negotiable point in reality theory.

**RFV**: I see what you're saying, but I see a humbler scope of such formulations. They do feel necessary in some sense, but at this stage of discovery it seems extremely arrogant to presume such a scope to our rather humble endeavors.

**CML**: Well, Fred, we’re doing reality theory here, and if your idea is that we shouldn’t use existential (as opposed to constructive) reasoning because we don’t yet know all the details of what we’re reasoning about, then you’re not prepared to reason about the nature of reality...and you never will be. You see, for reasons already touched on (like undecidability), we’re never going to know “all the details”. But we damned well know enough to work with on a general level right now, and that’s what we’re doing.

**RFV**: I do not have real perceptions that are "true" or "false" - they are merely perceptions, i. e., a photon (seeming) to impinge upon the eye, etc.. I must make conjectures with regard to these perceptions that then may be "true" or "false." Do you see this differently? If so, there is definitely something more to your perception of 2VL than meets my eye.

**CML**: This is incomprehensible. You have a set of perceptions {p\_i}, i = 1,2,3…, and the truth value of that set is T (otherwise, the exceptions are illusions and not perceptions, which means that others in this reality can’t share them). Now, something either is in that set (T) or is not in that set (F), so 2VL rules. Note that we’re talking about plain old object-level sense data here, not the (higher-order) interpretations or associations they might have triggered when you received them. The truth or falsity of these is another matter entirely.

> That's just the way it is; any two people who won't both admit that the perceptual basis of reality is 2VL have nothing to discuss.

**RFV**: Again, I think we have quite a bit to discuss, but I don't see the preceding statement as meaningful. I think I understand the necessity for 2VL in discussion perfectly well - although I may not - but I do not see immediate perceptions as either true nor false, i. e., their type is other than "logical!"

**CML**: Again, this is incomprehensible. Please re-read the last entry above. If perceptions were other than logical, then there would be no consistency among the perceptions of various observers. Goodbye, science. In fact, goodbye, reality. Again, this is not a negotiable point. Obviously, perceptions don’t consist \*only\* of logic; there is plenty of syntactic and semantic variation involved as well. But even that is ultimately governed by logic. The most we can do is differentiate between perceptual qualia and their logical correlates (despite the logical nature of the connection itself).

> But in that event, math and science would be a useless farce, because what one of us "perceives" to be true (and even tautologically true) may not be acceptable to the other.

**RFV**: Again, I concur other than on the use of the word "perceives." I would say "conceives" or "thinks" as distinct from a "perception."

**CML**: On one level, there is a distinction between conception and perception. On another, there isn’t. The set of possible conceptions in U\_ab greatly exceeds the number of possible perceptions in U\_phys. But every perception in U\_phys must conform to a configuration of Syn(U) in U\_ab, because that’s the basis of your “accepting syntax”...the structured set of mental states in which you are aware of “perceiving” something.

... **CML**: As I've already explained, any isomorphism to whose range and

domain you can't assign different qualitative or quantitative coordinates at

a given level of discourse is really an identity relation (at that level).

**RFV**: But and I see this as important, U has much more in it because of its actualities.

**CML**: Sure it does. If there are actual perceptible distinctions on a given level of discourse or conceptualization, then these will prevent an isomorphism from collapsing to an identity relation on that level whether or not you can efficiently formulate them. But we’ve already ascertained that there are no perceptible distinctions between mind and reality on a high level of discourse. So what you see as “important” actually means nothing to us here.

> For example, the law of conservation of momentum, and its underlying arithmetic, is everywhere valid, but only active and perceptible in the presence of actual moving bodies. <

**RFV**: So the conservation laws of T tell us what will happen from an initial condition (if we accept determinism), but the U includes those conditions.

**CML**: There is always a level on which a theory T is deterministic. Even a probabilistic theory is deterministic in the sense that if it is valid, its probabilities must be realized over many trials. And as you know, the initial conditions provided by U are ambiguous on the quantum scale. This gives U a certain amount of freedom within the boundaries of its deterministic syntax.

> Similarly, physical reality is merely an evolving set of instantiations of a set of relations that are everywhere valid. These instantiations are metrically separated, but the metric itself is completely characterized by a distributed form that exists in every part of space that could ever be occupied by your brain (even if your brain has only managed to figure a little bit of it out by firing isomorphically to it). The distribution of this form throughout space distributes your mind over reality in the form of general mental syntax.

**RFV**: A distributed form or syntax is not the sentence!

**CML**: No, nor is that implied by my paragraph. However, the sentence must conform to the syntax that distributes over the language in which that sentence is formulated. Otherwise the sentence will violate syntax and make no sense.

...**CML**: I think one of the problems so far is that you haven't really

absorbed the fact that the distinction between mental (abstract) and

objective (concrete physical) reality is a stratified distinction that

gradually disappears as we approach the top stratum (global

distribution).

**RFV**: Let's assume this is my problem. Then at some level physical reality has been abstracted such that it is in some sense isomorphic with the "mental (abstract) description. I would still have problem accepting that, even if this agreement could be reached, at lower levels the isomorphism is preserved. This is counter intuitive to me.

**CML**: What you seem to be saying here is that you don’t think object-level perceptions, which comprise the lower levels of the mind-reality isomorphism, need to be logically consistent with each other. Let me repeat, this is not a coherent philosophical or scientific position. An inconsistent reality is no reality at all, but a set of mutually disconnected independent realities. Any contrary assertion makes no sense whatsoever.

> Less general, more conditional features of reality appear to be localized within their specific instantiations, permitting internal-external distinctions. In this sense, cognitive (or computational) distribution relations are equivalent to topological inclusion relations (that's a CTMU duality principle).

**RFV**: \* I think you think you have produced an argument why the isomorphism is preserved at the lower levels, but it escapes me. The new terms don't help me with this.

**CML**: To simplify, spacetime is “qualitative” in the sense that space is like a layered sequence of Venn diagrams (spacelike hypersurfaces to which cosmic time is normal) in which circles represent predicates defined on physical observables, and time is like logical substitution within those domains according to various rules of implication. The domains or Venn circles are called “IEDs” and are associated with events from which objects are interpolated (to illustratively adopt an oversimplistic graph-theoretic model, object worldlines amount to edges in a spacetime graph whose nodes are events). These “qualitative” IEDs expand at the rate c and then collapse into a new event within their mutual intersects. Inside the IED you have simulative computation or “cognition”; in the compact output event to which the IED collapses in cosmic time, you have the mutual perception (interaction) of two or more objects. The interior of the IED is wavelike, cognitive and simulative; the output event is particulate, informational and objective (that’s “wave-particle duality”, actually a temporal alternation between spatiotemporal and objective states of material being). In this way, spacetime is identified with the mathematical and physical laws that govern it. This spares us the absurd necessity of having a nonphysical “storage space” for the laws of physics (or by extension, a nonmathematical storage space for the laws of mathematics).

Please re-read the above paragraph over and over again until you understand it. Then define “conspansion” as follows: conspansion consists of two alternating phases of matter and energy, inner expansion as an IED (Inner Expansional Domain) at the rate c, and requantization as an event-component. Requantization is just the collapse or decoherence of the quantum wavefunction, as computed by the simulative computation going on in the (coherent) IED, with a reduction in scale that follows from the absence of an external metric against which to obtain an “objective measurement” of the size of the universe. This implies that the size of the universe is for all practical purposes invariant, and its apparent “expansion” (from an interior vantage) is actually a relative shrinkage of content (from a global vantage). Eddington knew about this global-local duality, even realizing that as objects shrink, time scales would have to shrink apace, i.e., time would have to accelerate or contract. But he didn’t know how to do the logical setup for the “shrinking atom” scenario. The CTMU does the setup, in the process solving problems Eddington could only have dreamt.

Down below, you complain that I haven’t explained what “conspansion” is. Please make sure that you carefully consider what I’ve written here before repeating that complaint.

> If distribution is general or unconditional, on the other hand, it applies to all things, and the distinctions among these things exist within it in the sense that it resembles a "self-executing program instruction" that internally "simulates" them. <

**RFV**: You seem to have no conception of the obstacles to accepting this. First of all, you start out with "if," but you don't really mean "if." You mean that it is that way. But you combine "general" and "unconditional" as though they were synonyms. They are not to me in this context. I don't know how familiar you are with computer programming or "execute" type instructions or the various levels of programmed "simulations," but being familiar with all of them myself, the sentence is incomprehensible to me. Am I too hung up on their jargon meanings to allow them to be generalized as you seem to think you have done, or what? They seem like ill-chosen words to throw into this cauldron.

**CML**: We’ve already been through this, Fred. Just replace “if” with “where”, and consider that I’m distinguishing among ways of formulating laws. “General” means “representing a range of possible specifics”; these specifics are distinguished by the conditions applying to each. So when something is “general, it implicitly represents a whole range of possible conditions. Now, when something represents a whole range of possible conditions (a,b,c…), it’s “unconditional”; it doesn’t need an “if (a), then” or “if (b), then” or “if (c), then” condition in front of it to be predicated on a given object in the class of objects it represents.

E.g., let the predicate “hard”, as used in “diamonds are hard”, represent the class of diamonds = (clear diamonds, blue diamonds, big diamonds, little diamonds,...) and so on. Then “hard” is general with respect to this class, and if we have a diamond d1 – any damned diamond at all – we can say “d1 is hard” without knowing what kind of diamond d1 is. I.e., we don’t have to say “IF d1 is a blue diamond, THEN d1 is hard”; we know it’s hard regardless of specific type. That means that the general predicate “hard” is an \*unconditional\* predicate with respect to the class of diamonds. That’s all. Frankly, I have no idea what “professional jargon” you’re talking about here, but if what I’ve just said makes no sense in light of it, then my advice would be to lose it fast.

> In other words, general features of (simulative) spacetime include specific aspects as output, which is then uploaded to spacetime as further programming, and so on. Topological inclusion follows from computational inclusion because topology is computationally simulated.

**RFV**: Chris, these sentences mean absolutely nothing to me. For example, "general features of (simulative) spacetime" - all that comes to mind is spatial temporal location of events. What "general" and "simulative" add I cannot figure. Then: "uploaded to spacetime as special programming." Is there someone other than Chris langan that you envision capable of understanding that phrase? What is it that enables that person to understand it? The words are all in my vocabulary and the grammar is straight forward, so what's wrong? I guess you can say I'm too stupid, but then this six word quiz better have a pretty clever answer. What is it?

**CML**: With all due respect, let’s get something straight. Did you or did you not read that geomusser.doc file? Or did you just scan-and-forget? Because if you’d read it closely, you’d know that reality is treated in the CTMU as a “self-simulation” with a programmatic (simulative computation) phase and an output (perception) phase, and you’d know how these phases are related in the conspansive model of spacetime. That file explains how all this logic we’ve been discussing is physically implemented. Now, if you didn’t understand one word in that file, please refer again to the description of conspansion given above. Because I intend to keep writing in a way calculated to trigger meaningful associations for you in light of that knowledge.

**RFV**: Yes, I'm trying - both to you and me

If everything is defined as 2VL except for undecidabel statements, it is not a very useful concept. Electric currents are 2VL in a trivial sense, like your triangle may be pink! That is not an essential aspect of them.

**CML**: Nonsense. 2VL unequivocally governs the macroscopic (and in a more restricted sense, even the quantum) behavior of electrical currents. Nothing, nothing at all, is more “essential” to them. If that weren’t true, you couldn’t achieve a stable perception or description of what an electrical current is, much less its source, its direction of flow, or anything else about it in any given case. You seem to think that logic can somehow be conveniently in effect without being essential to whatever phenomenon you’re considering. But that’s utter nonsense, because in that case, you’d need to explain what it is that remotely enforces the effectiveness of logic with respect to that phenomenon, and you can’t do that without me then forcing you to explain why logic applies to your remote control mechanism, and so on ad infinitum in an absurd infinite regress. So the bottom line is this: either produce a finite explanation for such a mechanism, or accept the truth: logic is essential to everything we will ever perceive. Because from now on, I’m not going to argue about whether or not various aspects of reality coincide with and obey logic; they damned well do, period. They coincide with and obey it right up to the point at which the consistency of perceptual reality is effected. What they do beyond that, I don’t presently care. And at this point of the discussion, neither should you.

**RFV**: Naturally, one can do accounting like an accountant where every item must be put in twice, but its senseless. To say that E&M is a series of statements about which one says each statement is either true or false is ridiculous. Any valid theory is "true" by definition but that does not make the theory a 2VL theory! We've got to get past this.

**CML**: We sure do! Try this on for size: EM theory is not 2VL with respect to your personal knowledge of it; all you can personally do is formulate a set of subjective probabilities conforming to modal and probabilistic many-valued logics (which are themselves 2VL theories). But given any set of hypothetical nonprobabilistically-formulated statements regarding EM phenomena, each and every one of those statements is either true or false in point of fact (unless it’s formulated on the quantum level and obeys the superposition principle, which in any case must yield to T or F actualization). Now, that distinction having been made, consider that what we’re talking about is just the distinction between the evolving and invariant phases of T, i.e. T and Syn(T) respectively.

**RFV**: A theory describes the general behavioral rules not the contingencies of any particular configuration.

**CML**: No, but given any hypothetical set of contingencies, the theory (in conjunction with the 2VL component of its syntax) will impose consistency constraints on them, and these constraints will ultimately be formulated in T-or-F terms. If the theory imposes no such constraints on sets of objective contingencies, then it’s as useless as tits on a boar. It has no predictive value whatsoever. So let’s not bother with it, OK?

...

> The phrase "generalized cognition", actually synonymous with time,

**RFV**: How in hell did we get here?:) I take a "synonym" to mean that a dictionary can help me, but it doesn't here.

**CML**: A synonym is a word or phrase that means the same thing as another word or phrase. Dictionaries are great, but we’re at the stage of defining terms here, and if they were already in a dictionary, we wouldn’t be bothering. We’d just be citing dictionary entries. Unfortunately, constructing a new theory is seldom that easy. Stay awake, Fred – this is a challenge for me too.

. . .**CML**: All you need is your memory, because we've already been through this.

**RFV**: \* Your having told me something in the past, and my remembering or not, is not all I need to understand your concept of time/generalized

cognition.

**CML**: You’ve already agreed that mind is ultimately indistinguishable from reality. Minds evolve along a state-transition parameter called “cognition”; reality evolves along a state-transition parameter called “time”. So on the level of generality of the mind = reality equation, “cognition” = “time”. I.e., given the high level of generality of the M=R equation, “generalized cognition equals time”. That’s it. Don’t keep trying to introduce artificial distinctions where there are none. Although I’m sure you could keep on doing that forever, it would make my task as an expositor impossible.

> The operative analogy is time : space :: cognition : information.

**RFV**: I don't even accept this as a valid analogy, let alone move on from there.

**CML**: Here’s the problem, Fred. You’re not even thinking about how to interpret this analogy; you're just getting visibly impatient with it and putting the load back on me. But as long as you’ve already done that, consider once more the paragraph just above:

\*\*\* Minds evolve along a state-transition parameter called “cognition”; reality evolves along a state-transition parameter called “time”. So on the level of generality of the mind = reality equation, “cognition” = “time”. I.e., given the high level of generality of the M=R equation, “generalized cognition equals time”. \*\*\*

Now, where the abstract equals the concrete, matter is abstract information. And so are relations among material objects. But relations among material objects can be factored into spatial and temporal components, the difference being that while the spatial components are perceived in parallel (i.e. simultaneously), the temporal components are perceived as a sequence of spatial components. But “time” consists of the temporal components, and according to what we just wrote, time = generalized cognition. So what is “space” a generalization of? What else but that which is transformed by ordinary cognition, namely information.

So we have the following analogy:

time : cognition :: space : information, where “:” means “is a generalization of”.

This obviously transforms to

time : space :: cognition : information

Please think about this for a while before taking me to task again. This analogy is every bit as clear an analogy on any IQ test you might take, given previous explanations.

>I.e., time = info-processing = generalized cognition (where information here refers to the abstract dimensions of real objects and processes, which, as we've already seen, coincide with them).

**RFV**: This does not compute! "Info-processing" requires "time," so in what sense can "time = info-processing?" What are the "abstract dimensions of real objects?" Spacetime coordinates, linear and angular momentum, etc.. are all that come to mind. Is that correct?

**CML**: A parameter, Fred, is a general predicate of all the specific things which are “parameterized” by it. Thus, the parameter called “time” is a generalization of any physical or mental process. Now, where reality is abstract, reality is information, and time is a generalization of all of the processes undergone by that information. So time = info-processing. The “abstract dimensions of real objects” are the abstract parameters in which objects are distinguished.

> simply extends human cognition to generic information processing. <

**RFV**: Now that's easy enough, but I sense that you assume that I will be

accepting more than that.

**CML**: You’re right. Reread the above if necessary.

...**RFV**: How does/can "time" perform this function?

...**CML**: Time is not a "thing"; it's a function. . .a function of spacetime.

**RFV**: I could accept it being a dimension or direction of spacetime, but not a function. In what sense do you see it as a function of itself?

**CML**: Because, as just explained, it’s a generalization of all of the processes (functions) it parameterizes. Time is not merely a spatial dimension, even in relativity. It is the function by which space is transformed. Don’t be misled by the fact that for certain purposes, time can be conveniently represented as a spacelike dimension. It’s absolutely not, never was, and never will be. If it were, we could take a walk to ancient Greece and visit Plato.

> Spacetime performs this function because it's full of syntax, and some of this syntax is grammatical as opposed to structural. Grammar governs the evolution or state-transition of the language of reality.

**RFV**: You are placing "syntax" where "sentence" should be it seems to me. Spacetime must contain what is real, not the form of what is real.

**CML**: Do you see what you’re doing here, Fred? You’re distinguishing between what’s “form” and what’s “real”, and then hanging your distinction on spacetime. The implication, of course, is that “form” gets conveniently crammed back inside the human head (or maybe some Platonic realm of ideals way out there in hyperspace), and “reality” gets to continue to hang out in “objective” spacetime. Bullshit. We did away with that distinction, what, fifty pages ago? And you agreed that it was done away with. Yet here you are, once again telling me that for some odd reason you can’t explain, “form” and “reality” can’t both reside in spacetime. I just don’t get it. Please try to get a grip on this.

> Thus, time is any grammatical implementation of the SCSPL reality-syntax. <

**RFV**: I think this blows the validity of analogies I'm trying to grasp.

**CML**: I think you better rethink that.

**CML**: Nomology must exist up to determinacy, or its absence would show up in the form of irresolvable perceptual paradox.

**RFV**: Could you explain why? And then could you relate this to the current nondeterministic theories of QM, etc.? But simply:)

**CML**: If nomology, i.e. laws of physics, were not at the very least associated with a deterministic set of constraints assuring the mutual consistency of perceptions, those perceptions would not be consistent. Beyond the degree of determinacy needed to ensure consistency, there exist various degrees of freedom. These degrees of freedom are what show up in “nondeterministic” theories like QM, etc. Indeed, all these theories are themselves deterministic up to the point needed to ensure consistency, their “nondeterminacy” kicking in only once that need has been met. Simple enough? In general, the universe is a balance between determinacy and freedom, and we can talk about either part without denying its complement.

> A distributed abstract nomology to which perceptual reality must conform ensures the resolvability of paradox, which is just a way of saying "the self-consistency of reality".

**RFV**: Are you saying that to be self-consistent, theories of physics must be deterministic? Why? - in both senses of why does CTMU require it and why does it make sense from a physics point of view. I hope making a distinction here is acceptable in a conditional sort of wayJ

**CML**: Anything is “deterministic” with respect to which we can’t just as well flip a fair coin. That is, determinacy and randomness are complementary aspects of any theory, the deterministic side remaining invariant with respect to the incidental content that gets fed to the theory, and the nondeterministic side reflecting variety of objective content (and in QM, the behavioral randomness of single objects). Consistency is not an option, but a necessity in both physics and the CTMU. So it is deterministically enforced, either at the object level or among higher-order relations of objects. However, this does not preclude a complementary measure of freedom. The freedom is simply constrained not to violate the determinacy. If you roll a fair die, the freedom (nondeterminacy, randomness) of your toss does not violate the deterministic fact that the outcome must be one of the numbers from 1 through 6! Freedom and determinacy consistently coexist.

...**CML**: Our respective electrons are distinct images of a single

distributed "syntactic photon" consisting of the rules that all photons

must obey regardless of where they are. The images reside in different

locations, and these differences are significant. But it's like Wheeler

said to Feynman: they're all one photon.

**RFV**: Do you really mean that leptons are generically speaking photons? Or what sense do you give the above in this regard. Why and in what sense are all photons one photon?

**CML**: They’re all one photon because they all have identical structures and behaviors up to the deterministic aspects of their common syntax, excluding degrees of freedom like frequency and location. They can all be regarded as “instantiations” of a single distributed abstraction. The distribution of syntax is not a replication and scattering, but a multiplexed projection of one underlying unity. (Actually, Wheeler was talking about electrons, not photons, but the idea’s approximately the same even with regard to exchange forces.)

...**CML**: Because the isomorphism M is a perfect equivalence relation with respect to everything but degree of generality (the abstract is more general than the concrete because one abstraction can possess many

concrete actualizations).

**RFV**: I don't think I can accept that an abstraction "possesses" many concrete actualizations. In fact so far I think this is my biggest problem: The actual is significantly other than the generalization of its type.

**CML**: No it isn’t. Again, you’re reverting to your favorite distinction, that between the actual and the abstract, on an a priori basis. I’m simply not gonna let you do that any more. If you want to do it, the burden of proof is now on you to show where you’re getting your distinction and why it’s valid on your chosen level of discourse. Hint: you’re not going to be able to deliver. So why not just drop it right now and save yourself the trouble? Think about this for a while.

>On the other hand, "Unicorns do not exist" can be interpreted over an even larger real context, and to that extent is quantifiably truer in a concrete context.

**RFV**: "Truer," as in "bluer?" Is this 2VL?

**CML**: This is 2VL predicate logic. When one quantifier embeds or properly contains another, the associated predicate is “true for more objects” or “true over a larger range” or has “greater scope”. So if we feel like it, we can say that it’s “truer” in precisely this sense. Hey, you’re the one who brought up unicorns, and I’m just telling you what 2VL predicate logic has to say on the issue. If you like it, great. If not...oh, well!

...**CML**: Information consists of distinctions in which one thing is

syntactically constrained to differ from another. Because concrete

reality mirrors the abstract information coinciding with it, it too can

be regarded as information (we're information too, and the reason all

this info seems "concrete" is that there's a syntactic displacement

principle in effect).

**RFV**: ??? I don't get this!

**CML**: The “concreteness” of matter is associated with the fact that one piece of matter displaces another (to revert to the terminology up top, that’s inherent in Syn(U\_phys)). This is not true of the abstractions to which pieces of matter correspond; if it were, the QM Superposition Principle wouldn’t work.

> So the question arises: what does this information become when all the binding constraints are removed? The answer is Unbound Telesis or UBT, the groundstate of being. This universe has only arisen within the UBT groundstate because it has constrained itself to do so; this is the sense in which it's "self-configuring".

**RFV**: The universe has "arisen" implies the supposed temporal origin of

reality. But from your system alone, why would there be an "arising" as against a stable omnipresent ubiquitous system?

**CML**: I’m using terms like “arising” mainly for your benefit, not mine. As I use it in this context, it describes a sequence of implications...a logical dependency relation. You just described my system to a T, provided you’re not making the error of clinging to an infinite Steady State model of reality in spite of mountains of contrary (Big Bang-style) evidence. In fact, my system is the only system that both conforms to your description and satisfies the cosmological evidence. There’s no other way to go. Hear me now, believe me later.

> Cognition <---> time. <

...**RFV**: DON'T got it!!!!

...**CML**: That's OK, we've been through it at least thrice up there.

> The logic is so simple it hurts!

...**RFV**: I know, but I still ain't got it!:)

...**CML**: That's OK, we've been through it at least fource up there.

> Human cognition, assumed to be fundamentally unique by anthropocentrists everywhere, is just the temporal processing that goes on in a brain. [Of course, there may be more to it than that - and there is - but for present purposes, that's good enough. The "more" in question has to do with distributed solipsism, and the consequent fact that there is a sense in which sentient cognition is primary...that what goes on in reality, namely temporal processing of all kinds, really goes on in the minds of sentient observers.]

...**RFV**: This soothes my mind, but all of this is \*not\* just "time!"

...**CML**: Sure it is. It's the refined kind of time that passes in a brain.

**RFV**: This concept of time has still not been purchased by me even if we have now reiterated your position five or six times.

**CML**: Too bad. Like I say, I’m done with this one, Fred. The burden of proof is now on you to establish a distinction. Hint: you already agreed with me to discard the distinction, so I don’t even know what you’re talking about here.

[[If the universe is a mind, then it transforms spatial hypersurfaces in time. This is directly analogous to the way a human mind or any other automaton transforms states.]]

> In particular, a form of duality that can be referred to as "spacetime-object", "wave-particle" or just plain "conspansive" defines an alternation in which the mind solipsistically configures reality by a cumulative selective filtration of syntactic potential; during the inner-expansion phase of conspansion, the mind builds a set of exhaustive potential future realities by superposition, and in the requantization phase, selects a future reality in which to re-embody itself as a material brain. ...

\*\*\*\* You're going to have to give me the tutorial on conspansion I think and define your useage of some of these terms.

**CML**: It’s right up there. And may I say that it’s a pleasure to find in you such an avid student of the CTMU

# 

# God, the Universe, and Theories of Everything

**CML**: What it comes down to is this: in order to make your hypothesis {re learning and resistance of neural pathways} meaningful, you must first come up with a model supporting a general definition of intelligence. Take it from me, that's a tall order. It can be done - in fact, I consider myself to have done it on an unpublished basis - but it requires some very fancy logic (interestingly, apropos of your interest in spirituality, the same logic has a philosophical extension with what might be considered spiritual implications).

**CW**: Why don't you share it with us?

**CML**: I intend to. I'm currently writing a book on it. The first paper I published about it was *The Resolution of Newcomb's Paradox*, in 1989. For now, think of it as an open-ended regression of virtual realities isomorphic to the theory of metalanguages ... a computer within a computer within a computer, and so on. Naturally, as various logical and mathematical constraints are added, the math gets progressively harder (and more powerful). Especially important are higher-dimensional algebra and the logic of formalized theories. Understanding the spiritual implications of the system in any detail requires some of the math. For now, suffice it to say that the system generates a "religion of logic" in which conventional religious concepts, previously nebulous and dependent on faith, become amenable to precise definition and logical analysis (this system, the CTMU, is legally recognized as the basis of a nonprofit religious-purpose corporation founded by me several years ago and currently dormant). What the CTMU says about intelligence is this: the term "intelligence", considered as a logical predicate, cannot be semantically confined. By the theory of definition, it must be generalized in a certain precise way and semantically distributed over the entire system. In other words, the conceivable universe is an intelligent entity...a facet of "God", so to speak.

**JCC**: I found much interest in the discussion ... of this model purporting to introduce logical definition to religious concepts ... quite intriguing this is! There has been some word lately of researchers mapping a physical location in the brain for the "religious" experience. To believers, this would be our "com link" to the divine, while rationalists see it as the center where "oceanic" feelings are induced in the brain through autogenic and/or external chemistry. I'm most interested in the history of oracles, sibyls, and melissae (entranced mead priestesses) and hope to share a brief vignette of them... These transcendent aspects of mind/brain represent a common ground of the mystic, the poet, the rationalist, and the scientist, and it is my suspicion that attainment of rigorous understanding of such varied forms of consciousness will prove a breakthrough of the greatest impact for our species.

**CW:** Re CTMU, are you familiar with TNS\*\*\* member Louis Mathe's book, **The Missing Parameter**?

**CML:** Can't say that I am. Sounds interesting, though. What's the gist?

**CW**: He proposes a six dimensional structure for the universe: 3 x space, time, mass/energy and *complexity*. He defines complexity in such a way that ultimately the infinitely complex "folds in" to the infinitely simple. In many ways his project is similar to your own with CTMU. An exposition of his ideas appeared in Vidya 111 & 112. They are available from the TNS archivist if you are interested.

**CML**: I'll take a look if possible. However, even on the basis of your minimal description, I sense a difference of approach. For one thing, I begin at a level of structure prior to the concept of "dimensions". Whereas Mathe's "six dimensional structure" sounds like a new version of the standard Cartesian worldview based on analytic geometry, the CTMU has a more sophisticated structure designed for the resolution of paradoxes arising in the foundations of such fields as geometry. Interestingly, in order to really get beyond Cartesian geometry, it is necessary to get beyond Cartesian mind-body dualism. The CTMU is formulated on a level logically prior to both.

**CW**: The intent is the same. You can get back issues of Vidya from Matt Urnezis, 3281 Beachwood Dr., Lafayette, CA 94549 or I could copy them for you if I can find them.

**CML**: It's always intriguing when a specific brain structure is newly associated with a particular kind of perception or cognition. However, association and identification are two different things. There is always a tendency for the scientific community to interpret such a discovery as a reductionist "proof" that the cognitive or perceptual modality in question is nothing but an illusory side-effect of some structural peculiarity of the brain...usually, a structural peculiarity whose origin can be traced to some unremarkable, and therefore "scientifically acceptable", aspect of natural selection. But often, no such inference is actually warranted.

There are many kinds and levels of knowledge. Unfortunately, when ordinary scientists speak of a "theory of everything", they refer to only a subset of human knowledge. This would be permissible if they could adduce an appropriate set of a priori constraints on the meaning of "everything". Unfortunately, they can't. So any plausible TOE candidate must either internally support the deduction of such constraints - i.e., tautologically limit its nominal domain of reference to its own narrow descriptive capacity - or permit the representation and interrelation of all conceivable kinds and levels of knowledge.

By relying only on the most general invariants of human cognition and perception, the CTMU - which, incidentally, stands for the Cognition (or Computation)-Theoretic Model of the Universe - avoids the risk of false tautology to which ordinary science is prone. At the same time, it permits the construction of logical relationships between science in the narrow sense, and arbitrary elements of a powerful logical extension of science. It thus relates to standard physical cosmology as the periodic table relates to earth, water, wind and fire, widening the descriptive aperture even as it enables a tightening of explanatory focus across the entire spectrum of human ideation.

As you might expect, some of the results are amazing.

**JCC**: Those are clearly some *extraordinary claims* ... and if the extraordinary proofs are available to match them, I'd be the first to celebrate! You must pardon my reluctance though, as one who has spent the better part of a lifetime in reaching for freedom *from* the mindset of religion.

"Ordinary science", if that means the rigors of standard scientific methodology, is something which I would not be inclined to set aside with any great haste. Why? Because the skeptical, parsimonious view assures a better chance of attaining significant non-tautological knowledge of the universe. Perhaps the mathematics would prove inaccessible to me, perhaps not, but I've learned to be wary of certain areas where the landscape includes metaphysics with the sagebrush and tumbleweed.

My hope is that my feeble skepticism will not too greatly retard human progress, but so be it. I'm still open to consider new facts, testable propositions, and results which rise clearly above the morass of semantics. Not to cause offense, but this wariness comes from having travelled much shaky ground, *here be dragons* and all that.

**CML**: {to Julia} A touch of skepticism is always a good thing. Unfortunately, as usually applied, skepticism is itself tautological. For example, what makes you think that replicability, in the sense of the conventional scientific method, is a general feature of reality? By assuming as much, you've automatically chosen empiricism over rationalism in a universe defined by both. What makes you think that semantics is necessarily a "morass"? It could be that most people are merely confused about how to properly apply it. And what makes you think that metaphysics is any less amenable to solid formalization than any other branch of knowledge? In my humble view, these assumptions aren't so far removed from mathematical illiteracy.

Unless I miss my guess, you make such assumptions because it's easier to make them than to disprove them. I daresay the same is true of most people. I, however, happen to know that every one of these assumptions is false, and can prove it to any really intelligent person willing to pay sufficient attention.

Unfortunately, the high-IQ world is full of people who, after years of fruitless questing, regard themselves as having "done the religion thing", "done the logic thing", and so on, to such an extent that they can't bring themselves to suffer through the kind of proof we're talking about. Because they prefer to swallow their information in bite-sized chunks, the logical technicalities of proof are quite beside the point. Speaking from hard personal experience, I can assure you there are many jaded high-IQ types out there who feel that all they need do to refute an unwelcome proof is fail to read it carefully. When one begins with no idea who these people are, he can waste a very great deal of time trying to gain their understanding.

What you've responded to here are a couple of bite-sized chunks I tossed out for your casual delectation. I suspect that any more than that would have been inappropriate. Proof, on the other hand, is a serious pas de deux. So for the time being, and with heartfelt sympathy, I'm afraid I'll have to leave you stuck between faith and skepticism...i.e., no worse off than before.

By the way, I've restricted this reply to you. Please pass it around.

**JP**: I found your recent discussion interesting, particularly Chris' comments on TOEs (theories of everything). I have always been a little disconcerted when I read about the top theoretical physicists (Weinberg, Hawking, etc.) claiming to have, or be close to, a TOE or even a GUT\*\*\*\*. I like it even less when they go on TV and make these claims, possibly giving the public the impression that the main overall "problem" (i.e., understanding the Universe) has been solved. As you point out, "everything" has severe constraints on it. It is usually taken to mean a quantum field theory (or string theory) that explains the fundamental particles (quarks and leptons) and their interactions. The assumption is that given such a theory, *everything* else could then be computed. I have even seen assertions that research in "real" physics is essentially over, that it is *merely* a matter of filling in the blanks. Although particle physics is not my specialty, FWIW I think this is a pile of arrogant balderdash, a little like claiming that because we understand the basics of atomic and molecular structure (which we do), that fields like chemistry and biology are just a matter of plodding through the calculations.

From my point of view, the opposite is more nearly true. More understanding of basic phenomena leads to more questions and opportunities for both basic and applied research. And this is just in physics per se, never mind questions about consciousness, brain functions, etc. which may never be explained using basic physics, now matter how "complex" (one of the latest buzzwords). Maybe this is the point where Julia's mysticism (or the "paramythic"?) comes in; I haven't, and probably never will, figure it out.

Anyway, as of now it seems to be academic. There is no agreed-upon TOE, even in the restricted sense, and maybe never will be. As I understand it, the current leading contender is superstring theory, which cannot be verified experimentally without an accelerator the size of the galaxy, if at all. Of course, there's a certain beauty (even poetry?) about ten-dimensional strings. And they also have a certain "practicality" -- who can argue about them with any authority? Having said all this, though, I certainly hope someone somewhere will always keep trying for a TOE. It would be the closest thing to a generalized "philosopher's stone," don't you think, Julia?

**JCC**: I do feel that our quest for understanding is the real *philosopher's stone* because it is this which has brought visible transformation in the world. Humans walked on the moon by wishing for it, dreaming of it, imagining it for ages ... and painstakingly acquiring the knowledge and fashioning the means to journey there and return successfully. Imagination and speculation did not in themselves accomplish this dream, but opened the way to rational means. Inevitably many fanciful notions of the past were honored by relegation to the realm of fancy, but the lovely moonrise is no less romantic for that.

Should there be any doubt, this is what I meant by *paramythia*, namely that romantic consolation has its honored place. Indeed there is something in us which seeks a *theory of everything*; millions of people even now, as in former times, consider that they have a TOEhold in their deities, scriptural revelations, astrological insights, literary discernments, numerological systems, whatever. These are blessed *opiates* to many; far be it from me to gainsay them. In fact the burden of refutation or proof does *not* rest with me, not in the least! The burden falls upon the advocates, expositors, discoverers, scholastics, priests, and/or gurus who have made manifest a *great brilliance* on the horizon. Whether served up in large bites or small, truth advances well enough without my hasty embrace as *true believer*. Stuck between skepticism and faith? Actually not. Questing has not been fruitless when it has imparted caution as an adjunct of open-mindedness.

**CML**: Actually, the burden {of proof} is on everyone. This is because the problems of religious hatred and ethical conflict cannot be localized, and no solution, no matter how potent, can work without being generally understood. Because of the volatility of the subject, it is uniquely susceptible to an epidemic of buck-passing ... a cowardly shell game in which the pea of truth could easily get lost in a frantic ideological shuffle among religious warriors, political opportunists, and academic theologians bent on preserving their neutrality and covering their rears.

I well understand Julia's caution. If she were not cautious, she would not be as intelligent as she obviously is. But in this context, responsibility and intelligence are one. False beliefs are corrected by reason; many of the beliefs that Julia refers to as "blessed opiates" are in fact social and psychological pathogens for which logic and intellect are the only cures. As intelligent human beings, therefore, we do not have the privilege of weighing truth against caution.

Academia, the self-professed guardian of truth and knowledge, has failed to produce a metaphysic of pure logic ... failed so miserably, in fact, that it shrinks in embarrassment from the very possibility. As funny as it might sound, it may be up to the high-IQ community to recover the fumble. Remember, the high-IQ community was founded by idealists who hoped that it would prove instrumental in solving humanity's problems. That it has failed to serve this ideal in the past is beside the point; if its members are as smart as they pretend to be, then their united intellects are an invaluable human resource that should not be wasted.

While Julia points out the inadequacy of faith as a TOE foundation, James points out the inadequacy of physics. Because physical reductionism is built into the very core of science, the sciences now face a crisis as serious as that of religion. The grammar of science is that of logic; no meaningful scientific or mathematical statement is anything but a fleshed-out logical formula. Yet, as any logician knows, a single irresolvable paradox of the form "A = not-A" destroys the information content of any theory containing it. Unfortunately, this is exactly the form to which the paradoxes of quantum mechanics - EPR nonlocality, for example - can be logically reduced. Since the reality of such paradoxes has been experimentally confirmed on multiple occasions, science is awakening to the unpleasant realization that its nipple is caught in a high-speed wringer.

However, all is not lost. The problem: certain self-imposed theoretical constraints of mainstream physics preclude the formulation of predicates powerful enough to credibly resolve certain physical paradoxes. The self-evident solution: a theoretical extension of physics logically designed to suspend this limitation. Because this extension lies "after" or "beyond physics" as currently defined, it constitutes "metaphysics" in formal Aristotelian sense. Yet, once this extension is adjoined to existing physical theory, it too will be called "science"!

The moral of the story: just as they have on many past occasions, science and metaphysics are destined to become one. So if one really cares about science, then one had better start caring about the conjunction of logic and metaphysics as well. Letting an excess of caution impair the learning process would be...well, unscientific! All I ask is that we keep open minds not just to new ideas, but to the ideals of hard work and responsibility without which truth cannot be expected to triumph.

**JCC**: That's a fine reference to the very origin of the term *metaphysics*, the pages of Aristotle which came after his *Physics* (!) Well, Chris, you may well have achieved a noteworthy triumph in this CTMU. It's that the initial description made this work sound so "oracular" in nature, and that's what put me off a bit. In speculative fiction A.E. van Vogt played about with the concept of non-Aristotelian extensions of physics... fiction, admittedly, but based on intriguing foundations. Certainly it will be of interest to read a bit more of the CTMU: what it is, what it does, and how paradoxes are resolved in practice. In past centuries Newton and Pascal sought a grander vista but had neither the framework nor data to reach it. I'll keep an open mind, yes.

**CW**: One thing is quite clear: there is no carte blanche for human survival. We really can screw everything up. But we should keep in mind that, while valuable in many ways, intelligence, beauty, physical strength are all relative traits and the ultimate point of human experience if there is one is not necessarily based on the endurance of achievements. For one thing, no human exists forever. For another, there may be many many experiential possibilities with quite different priorities. If "intelligence" is not limited in its application then this intractable social crisis is equally well an expression of it as is its opposite - perfect control and knowledge.

**CML**: This, of course, is a kind of moral relativism devolving to an assumed absence of teleology. Fortunately, that assumption is bad. Intelligence is inseparable from purpose, and since the CTMU distributes intelligence over the universe, it does the same for purpose. Voila - a new brand of teleology that prefers increasing control and knowledge to a dysgenic deterioration of cognitive ability. You're right that humanity can "screw everything up". But if it does, it won't enjoy the luxury of a valid philosophical justification for its crime.

**JCC**: Happily (maybe not for us, in particular) the *Aion* is (or has) a wealth of raw material encompassed in the vastness of space-time (Cosmos). Maybe something comes of it; my favorite hymn has always been "Que Sera, Sera!" {*smile*}

# On Nagarjuna and the Heart Sutra

**CW**: ... Much of what you are hinting at is reminiscent of the Buddhist philosopher Nagaryjuna. In his exposition of the *middle path* he demonstrated that experience itself cannot be limited to any preconceived postulate. These postulates are filters not sources. To put it another way: the higher order experiences (deriving a TOE) are not intrinsically more real than lower order experiences (stubbing your TOE).

**JCC**: The reference is to Acharya Nagarjuna, fl. 150 C.E. who amplified the doctrines of sunyata (emptiness) through negation of opposites. Semantic questions appear to have a *lot* of bearing on issues of social engineering ...

**CW**: We tend to have a very blinkered view of what is going on so our attempts at understanding why tend to be all over the map. However what I was saying was taking what you were saying generally (about CTMU) and applying it to what you were saying about evolutionary *success*. Whether you suffer or not invariably you learn.

**CML**: Buddhism is an essentially nihilistic philosophy in which the evolution of self culminates in self-annihilation. This implies that the self is a manifestation of pure nothingness which deludes itself regarding its own existence. The scientific equivalent is known as *ex nihilo cosmogony*. This, however, is a metaphysical absurdity whose existence would collapse the logical structure of reality like a soap bubble in a vacuum. So much for Buddhism as currently defined. Fortunately, there now exists a philosophical scalpel - the CTMU - sharp enough to excise Buddhism's absurdities and thereby clear the way for a constructive reinterpretation of its more valuable insights. In the future, a reconstructed form of Buddhism will be merely one aspect of a single religion based on the power and infallibility of God's first and most unbreakable law, logic.

**CW**: Actually you are wrong about that. See the chapter entitled *Shunyata* in **Cutting Through Spiritual Materialism** by Chogyam Trungpa. The middle path is essentially a refutation of nihilism. Nagaryjuna's philosophy is basically a commentary on the Heart Sutra. The Heart Sutra is interesting in that - being probably the central teaching of the Buddha - it wasn't actually taught by him. He just said "well said, well said" when his students propounded it.

**CML:** Your point is well taken. However, Buddhist scholars are a bit like economists: presented with the same question, they all produce different answers. In fact, inasmuch as the history of Buddhist philosophy branches in a way similar to that of Western philosophy, one can no more talk about a unified Buddhist metaphysic than one can talk about a single Western philosophical outlook.

Etymologically, nirvana means "to blow out" or "to extinguish", as a flame deprived of fuel ceases to draw. Now, when a flame goes out, it ceases to exist. Modern scholars, aware that this imagery carries some rather disturbing implications, have taken pains to reform the concept, observing that it is not the flame itself, but only its finite boundary, that is subject to extinction. Unfortunately, this leads to certain problems... e.g., a conflict with anatta, the denial of metaphysical self. According to the doctrine of dependent coorigination - which, by the way, is somewhat analogous to the mathematical concept of recursion - the self can be analyzed as a relationship of independent personality components called "skandhas". Thus, when the self attains release from samsara and sheds its boundary, it merely falls apart, and the conceptual boundaries of its components are reasserted in its place! The loose ends and non sequiturs pile up mercilessly, leading one to the conclusion that perhaps the etymological definition of "nirvana" is what was originally meant after all.

Nagarjuna's philosophy (the Madhyamika school of Madhayana), far from solving such problems, complicates them. Nagarjuna held that knowledge can only be based on propositions derived from concepts and perceptions existing only for a given individual, that knowledge thus exists only relative to individuals, and that absolute knowledge is an impossibility. Understanding is attained when the relativity of knowledge is realized and all claims to absolute knowledge are abandoned, so that a direct awareness of reality, unconditioned by concepts, can be acquired.

Sadly, Nagarjuna, genius that he was, failed to pick up on a couple of crucial points. First, he was positing the statement "all knowledge is relative" as a piece of absolute knowledge. That's a self-contradiction. Second, terms like "direct awareness" and "reality" are themselves concepts. Deny their conceptuality, and they have no possible meaning and thus no meaningful existence. With every statement Nagarjuna makes, he digs deeper his hole of illogic, finally proving nothing beyond his own desperate need of that which he has attempted to jettison for the sake of "enlightenment".

Philosophies, like languages, are tied together by syntax and semantics. When these are corrupted by logical inconsistency, the philosophy becomes no less corrupt. One can immerse oneself in the loops and contradictions, hoping through the mortification of logic to intuit the overall shape of the maze in which he is lost; at present, this is the value of Buddhism. However, if the intuition is valid, then it must be amenable to consistent formulation. Buddhism has nothing resembling a coherent logical framework in which to achieve consistent self-formulation.

Again, the CTMU fills the breach. It says what Buddhist philosophers have been trying to say for millennia but lacked the logical sophistication to express. On the other hand, Western philosophy, while now incorporating powerful logical formalisms, lacks the holistic dimension of its Eastern counterpart. In fact, only a seamless weave of the strongest threads of Eastern and Western philosophy suffices to characterize of the structure of reality. That combination is here ... now.

**CW**: My understanding of this is that N's argument relates to the last line of the sutra which says something like "we take this to be true because there is no deception in it." In other words what is true cannot be directly grasped but is realized by a process of elimination.

The word truth usually has to do with an observed relationship (eg gravitational attraction) that is invariant within a certain context. For example gravity doesn't always apply during dreams experiences but it does during waking experiences.

In a nutshell any relationship no matter how seemingly invariant is arbitrary in the sense that it is experienced. It is arbitrary because there is no context for experience itself. You can't compare awareness itself to anything. In this teaching awareness itself would be considered to be ultimate truth - true because it is the invariant of experience. But it seems more to be neither true nor false - you can't have a relationship (a truth) without invoking comparison. Relative truths are the invariants experienced contextually within awareness.

In some sense N's teaching on this topic has to do with impermanence but it is showing that the truth of impermanence is not necessarily a process of growth and decay but a basic sense of arbitrariness or nonexistence. In that way it is somewhat similar to the invention of calculus in that calculus discusses motion without reference to duration.

The aggregates or skandhas are not considered to be ultimate truth in this teaching. (See **The Two Truths** by Guy Newland for a synopsis.)

In some sense the experience of enlightenment must be something like the transition of matter to energy. Energy may have properties that are quite different from matter and might not "make sense" from the perspective of matter. Furthermore it is not a one-way transition: energy becomes matter and matter becomes energy under various circumstances. We can consider them as different forms of the same thing. The confusions of the relative truths and the wisdom of absolute truth have the same relationship being different forms of the same thing - awareness.

It is important to realize that these teachings are just that - they relate to a method that can actually be used to relate with mind. Taken outside the context of practice they become interesting philosophical speculations but are not necessarily useful. In the Heart Sutra they are talking about a very real experience available to anyone who is willing to do the work to divest themselves of self-deception. The experience came long before the analysis. So, although Buddhist philosophy might be exceedingly varied it all relates to a rather simple experience and is only valid in the context of that experience.

**CML:** What you say here has merit. However, the self-deception of which one must divest oneself happens to include any notion that Buddhism as now formulated has overall logical integrity, or can serve as the basis for any logically consistent practice except error correction.

I note that you've given a semantical definition of word "truth", using the example of a non-a priori concept, gravitation. But semantics is ultimately based on syntax; there is a mathematical homomorphism between the logical component of cognitive syntax and any valid semantical construction. You then go on to say that truth can be grasped purely by elimination. But the syntactic meaning of "truth" is, in fact, set-theoretic inclusion in any set of noncontradictory propositions obeying this homomorphism. Whether or not a particular truth is achieved by elimination, it's still in the set, and the homomorphism criterion of this set prevents the separation of truth from logic. Concisely, it seems that "truth" is a well-defined logical concept of the kind that our friend Nagarjuna threw out the window of enlightenment.

**CW**: I'm not saying that at all. I think the correct term is "non-dwelling" which refers to an ongoing activity. I think, to sum up, what I am talking about is the possibility that there are experiences and there are transformations of experience that are not in and of themselves experiences. The idea that you could "experience enlightenment" is therefore contradictory. Enlightenment happens and as a result one experiences differently. The logical relationships intuited directly from experience change as a result of the transformation.

**CML:** Yes, but the change cannot entail total cognitive discontinuity. Remember, a "transformation", whether cognitive or not, is a logical construct with logical ramifications, and thus answerable to logic.

Nagarjuna was right that much of what we consider "knowledge" is relative and can be transcended. Where he went wrong was in attempting to absolutize his own teachings regarding this fact...to present it as an "ultimate truth" when its range of validity is in fact restricted. Perhaps this was deliberate on his part...an allowance for the lack of cognitive sophistication of his students.

**CW**: He didn't. "The wise do not dwell in the middle either."

**CML:** You seem to be advocating a philosophical escape clause equivalent to "all crows are black ... except for those that aren't." That's tautological and therefore true. But this kind of truth can be glimpsed without, so to speak, "sitting at the feet of the Master".

In the final analysis, awareness cannot be regarded as unitary in any ordinary sense of the term. It has logical ingredients which must obey the laws of logic: a finite or infinite self (subject) that is aware (verb) of itself and/or its environment (direct object), or an open-ended inductive regress based on this construction (the CTMU takes the latter route). Take that away, and "awareness" means nothing that can be meaningfully apprehended.

**CW**: By taking the inductive regress you appear to agree with Nagaryjuna that awareness is fundamentally ungraspable. Would another approach be to consider these logical components as dimensions? One could talk about a unitary basis for "awareness" by the same method that the curvature of space is calculated in general relativity (if I recall correctly from Wheeler's book, **A Journey Through Gravity and Spacetime**). Nevertheless because of the logical limitations imposed one could only infer this unitary basis. It would also not be directly graspable.

**CML:** That which is "inferred" by any means whatsoever, including an infinite regress, qualifies as one node of an inferential relationship and can thus to some extent be grasped. In the CTMU, the terminus of the metaphysical regress is called "unbound telesis" and can be simplistically understood as a universal, unitary substance from which spacetime is even now originating. The kind of "awareness" associated with this ultimate substance is very general and powerful indeed.

**CW**: One question that came to mind as I was watching "A Brief History of Time" again last night. Is Truth dependant on time? I seem to be saying yes. You, no.

**CML:** You're correct, but only partly so. I say that to be applied at the metaphysical level of truth, "time" must be redefined in a certain specific way. In the CTMU, time is not an ordinary linear dimension, but possesses a far more complex (and potent) logical characterization. Keep in mind that if you consider truth and time to be unconditionally interdependent, then any high-level semantical rupture in the truth concept also entails a rupture in time, and thus in temporalized consciousness. Without integrity of consciousness - which, as you know, is a primary desideratum of Buddhist philosophy - awareness of any kind is out of the question. Consequently, even the highest form of awareness must conserve the logical definition of truth.

**CML:** Quite a few "weekend Buddhists" delude themselves that they have indeed reached such an awareness by clearing away all the "relative knowledge" in their muddled brains. The truth is that they have either

(a) falsely intuited the existence of a mode of awareness that they did not really achieve, or

(b) not properly formulated their intuition.

(The reality is "b".) This forms the seed of a profoundly irrational outlook on life that would, if given a second opportunity, do to modern civilization exactly what it did to the civilization that gave it birth...namely, grease the skids to moral and social decay and oblivion.

**CW**: I don't know where you came to these conclusions. I guess it is appropriate to start a religion if you feel you are privy to people's mental state, thoughts etc. Are you sure it was Buddhadharma itself that caused this decay? It is quite easy to talk about being a Buddhist (which I am not claiming for myself - mostly due to insufficient effort at this point on my part) and quite another story to really let go. That's all it is really, something comes up and you let it go. It isn't complicated, nor does it necessarily require a great deal of logical sophistication. Buddhadharma, is basically just a method that one can use. When this method has served its purpose nobody is expecting you to continue with it. Any notion to the contrary is a misunderstanding of intent. In any case I was wondering how your work connected with Nagarjuna and now I know. Thanks.

**CML:** First, you don't have to be telepathic to read about Asian history. Second, I didn't say that Buddhism was a primary cause of social and moral decay, but only that it was a contributing factor. Third, if you just "let it go" every time "something comes up", social problems don't get solved and there is (at the very least) no philosophical barrier against social decay. And fourth, certain religions do not adequately specify when certain principles are to be applied (indeed, cultural evolution limits specificity in this regard). Instead, they just say "this is truth" and leave it at that. Unfortunately in the case of Buddhism, this left millions of people futilely trying to "read the intent" of an inscrutable patriarch who was notoriously ambiguous in life, and no longer around to explain himself in death. It's time for his primitive ideas to evolve in light of modern logic and mathematics...that is, CTMU-style.

Now that we've got that out of the way, allow me to say that you're clearly a highly intelligent person with more than the average amount of philosophical awareness. It's a privilege to enjoy these discussions with you, and may we enjoy many more.

# Altered States and Psi Phenomena (Part One)

**CW**: **The Chemistry of Conscious States** by Dr Alan Hobson has some interesting ideas relating to this as well. One problem with analyzing dreams is that when you become aware during them they change fundamentally. They could also be something similar to phantom limb pain in which an unused area of the brain remains activated when it would be better off inactive.

**CML**: At some level, one is aware of all of his dreams. Otherwise, he wouldn't be "dreaming". I remember virtually all of my own dreams; to me, the dream state is merely a slightly altered state of consciousness. In fact, when I visited a neurologist as a teenager regarding an alleged propensity to enter trancelike states in high school classrooms, I was hooked up to an EEG and told to fall asleep. I couldn't. When the doctor read the trace, however, he was certain that I had been sleeping. I infer that the ability to manifest or retain consciousness in various brainstates varies among individuals.

**CW**: That is quite unusual.

**CML**: Cal, I notice that you're a fan of Bob Monroe's. Is your involvement strictly academic, or are you attempting to cultivate OBE's? That happens to be a longstanding interest of mine. If you've succeeded in having any OBE's, did you seem to experience any associated psi effects - telepathy, clairvoyance, precognition, or psychokinesis? If so, were you able to obtain any sort of real-world evidence to that effect?

As you know, Monroe is famous for discovering a technique called "Hemi-Sync". It was employed by US government remote viewers during the cold war. Have you tried those tapes? Personally, I never needed them - it used to be that as soon as I reclined, I'd have more trouble staying in my body than getting out - but I sometimes wondered whether they might have an amplificative effect.

**JW**: I find it immensely intriguing that the subject of "out-of-body-experiences" is being broached.

Recently, on the Sci-Fi channel program called *Sightings*, there was a case of a remote viewer who did surveilance for the US military - I believe it was during the Vietnam War. On this show, it was mentioned that he could go "forward and backward in time"; he could basically view anything from Auschwitz ( hopefully correct spelling ) to the activities of the Soviets. It was intimated that not too many people can do remote viewing.

If the premise of this particular show is correct, then the idea of somehow being able to tap into the "universal memory" where all actions and thoughts have, and will take place is an incredible prospect, to say the least.

**CML**: It's correct, all right. Check out the book **Remote Viewers** by Jim Schnabel (Dell, 1997). The US Government remote viewing project was undertaken in conjunction with the SRI (Stanford Research Institute). Although it was eventually terminated - or blacked out - it resulted in the accumulation of a towering pile of absolutely unequivocal evidence for psi effects. So, for that matter, have the experiments of the Rhine Institute, PEAR, and other academic centers for the exploration of advanced mental capabilities. At this point, you can't find a reputable statistician who will deny it. Scientifically speaking, the shoe has changed feet.

I had my first conscious, spontaneous OBE at the age of twelve or so. It scared me rather badly - a feeling of being electrically stimulated from head to toe, utter paralysis, forcible displacement, and finally the ability to move at will (with my body still lying on the bed). When I finally regained corporeal coincidence, I got up and checked out various details I'd observed...details not previously known to me. What I'd seen in the OBE state was perfectly confirmed.

At this point, the sleep and OBE states are almost indistinguishable for me. Time dislocation is very common, mainly from present to future. I'm familiar with probability theory, and there is absolutely no chance of "random coincidence"; what I see generally happens. Unfortunately, that's not always the same as being able to see just what I want, or just what is personally useful to me. Then again, sometimes it is.

Despite all the data, the scientific community still lacks a sound theoretical framework on which to hang such phenomena. However, partially in order to clarify things for myself, I've constructed one. It's mathematically unique, and I suspect that at some point, it's going to be recognized as a pretty big deal. But until then, you might as well get comfortable with the idea that the mind is not bounded by the skull. Mind and reality are one, and it remains only to explain the logic that binds them - and us - together.

**CLF**: Hmmm....Is this something that one can learn to do? Or is the capacity for remote viewing thought to be a special talent which only a few can develop? ... always wanted a "Time Machine", but would settle for the ability to do remote viewing!)

**JCC**: Fascinating matters under discussion here! I have written of a few odd personal occurrences, some induced, some quite unsought. Did I slip out of my physical shell for an instant, bewildered at the glace of architecture that clearly was *not* 1969 Charles St. in Baltimore? More likely a daydream, I think, and others could only have my anecdotal word... but yet it's quite interesting to hear similar anecdotes. I had been sufficiently curious to try a sort of hypnotic regression with a therapist some dozen years ago. Very strange feelings and dialogue, but nothing much testable beyond a certain psychological sense of validity.

Perhaps the most interesting research work was a compilation of composite data on two thousand case histories by a Dr. Helen Wambach. I don't recall the title, but it was one of the two or three texts I've read which truly provide food for thought on the possibility of reincarnation, and by extension, some sort of mental or essential transcendence of the vastness of time, space, dimensionalities as conventionally recognized.

Occam's Razor cut away all but romantic confabulation, yet I do enjoy entertaining some speculation on what might be ... and am glad that our colleagues here do not feel discomfort in sharing encounters with the liminal, the numinous. I'll have stopped living when I cease to wonder, even though I'm disinclined to return to a state of belief "because it's impossible" {*smile*} The precise nature of beliefs and daydreams is somewhat elusive too, upon close examination.

**JW**: That's certainly amazing, Chris. I had read about individuals being able to have OBEs, but have never had any of these experiences myself, as far as I can recollect.

I'd say the closest I have come to having an OBE was when I was also a child. Occasionally, I would be falling in my dreams, then suddenly wake up. I had this same odd tingling sensation you speak of. I hadn't thought of this for years. I have also had, and still do have feelings of "deja-vu", that I have been at a certain place before, doing this same action countless times. Yet, having never experienced it before.

With me, all this brings to mind a "vision" I suppose one could call it, I had a couple years ago. It was late at night, and was a particular time in which I very much felt "compelled" to write. I began to write a poem, and as I wrote it seemed that I had an intuitive "understanding" about the interconnectiveness of all things. I saw a pattern. It was an amazing experience.

Chris, I suppose your realization struck a synonymous chord within my own sphere of understanding.

**CW**: As far as I know, the only concious OBE I've had was a spontaneous one after I bought **Ultimate Journey**. For some reason I was extremely excited when that book came out. Having read the **Michael** series I can understand why.

You can control the trip to some degree. I have used them. I have a problem that when I lie back I tend to swallow my tongue which makes it somewhat difficult for me.

Monroe had about a 50% success rate with his Gateway program (which still exists). It is about a week and costs about $1000 (including food and lodging). You might want to try the "discover" tape series first.

**WHK**: Is this where the expression comes from, about being ... "beside oneself"... ?

**WRW**: OK Julia, I admire the way you write. I am enough of a pragmatist to appreciate Occam's razor. But, I got the impression that you do not embrace as strong a belief in out of body experiences as say Chris. (Pardon me Chris. You and Julia have been the most likely to address various topics. I don't mean to "pit" you one against the other.) How, in a nutshell, would you classify, or truly consider, such phenonmena such out-of-body experience.

**JCC**: A fair statement, owing to experience over the years that *belief* commonly translates to a viewpoint centered around advocacy, deriving comfort from the embrace of an abstraction. After seeing my own patterns, I found strong belief to be too costly for my tastes. Can't really afford first-class tickets on the comet, anyway. {*smile*}

Rather than eagerness to purchase the most powerful *theory of everything* in the shop and carry it home, I find plenty of comfort in browsing through the museum corridors, admiring the great art and artifice ... and feeling relieved not to have to pay for the security system on all that!

It is sufficient that an idea is creative, imaginative, and opens doors to further understanding. Or, to feel reasonably confident that a principle, calculation, or process can be relied upon to produce results useful or pleasant. No need for all the criteria to be fulfilled and wrapped up in a single package of perfect closure here and now. I wanted just that when I was twenty, but now the notion seems empty, superfluous, a terribly boring heaven of the sort satirized in **Letters from the Earth**.

Humanity has covered an eventful journey, to great extent mirrored in the course of every individual life. Perhaps there is such comfort and fulfillment in honoring the progress of the human story, foibles and triumphs alike, that strong belief in this or that seem not so very compelling after all.

I know not whether my various personal experiences qualify as OBEs, time- travel, or whatever label one cares to give. Fantasy or communion with a higher reality, or some fraction of both? Difficult, because I always loved the notion of time-travel, just as Charmaine did. We can find gods and followers in equal numbers, consulting our Cantor, of course. The dialogue, the questioning, the exploration, and the wonderment are to me far more interesting. If neither end nor beginning is found to this tapestry of life, is anything lost or lessened?

Quite possibly *belief was not required* even before the revelations from "*Michael*". That was the aspect I most enjoyed in the series, despite the haziness on how the sevenfold schema maps into other systems modelling the human psyche. Incidentally, I enjoyed following the *Ansir for One* link provided on Joel's pages. It produces a report about thirty pages in length, which I'd rate accurate in the general picture but incorrect on several specific points. Then again, I said that about my natal chart (both the tropical and the sidereal one!) How can I possibly become a *true believer* when the clear trend is less Libran and more Virgoan with each passing year? Maybe I read the chart upside-down!? {*said with typically Gallic shrug*} For your interest and delight, I'll include Ansir for One with the personality test links on the webpage.

**CLF**: Remotely related to remote viewing, perhaps ... :

Even if there's not the remotest chance that I've remote-viewed any real places in today's world, I do slip off to distant galaxies or future times in some of my dreams; fairly frequently, I have night dreams which could be science fiction movies. Then, I'm both irritated and saddened by the buzzing of my alarm clock; I wish for nothing more than to return to that magically vivid, tantalizingly novel, futuristic world.

The psychic connection: In Summer 1996, I did two things which I'd never done before; I actually attended a Mensa Annual Gathering and had my aura read (by machine, of course) at that gathering. I placed my hand on a mysterious metal contraption; then, after several minutes, a photo appeared displaying a colored aura around my head (no, not my hand!); a computer printout then provided a "personalized" interpretation of what the various colors and their positions meant.

Of course, people want the proper ambience with an aura reading. Crystal balls. Tasselled lampshades in a dimly lit chamber. Beaded curtains through which ghosts may waft in and out at will. A chilly draft and occasional chilling thump. A completely automated aura-meter beneath brilliant flourescent bulbs in a convention hall is unlikely to induce profoundly mystical feelings. Knowing this, Psychics Incorporated did supply the requisite gypsy - that is, a plump, matronly woman with an appropriately slow and empathetic contralto voice, dyed black hair beneath a golden scarf, eyes seemingly omniscient merely because of their size, and thick makeup which made her face seem tanned. The great Madame Penelope (alias "Mrs. Smith" in real life) solemnly read the computer printout, then intoned that it (of course!) corresponded exactly with what she had psychically divined.

When I was a kid (now we're looking at ancient history), I once had to "play palmist" at a neighborhood fair; my mother, having seen me reading a book on the subject, volunteered me for the job. As would any normal, adult-fearing kid, I took my assignment seriously; it was time to put my rudimentary abilities in acting and story-telling to the test. I sat in the mandatory palmist's tent, admitting only one adult at a time to the hushed solemnity of the oracle's quarters; the grownups, only coming for entertainment or to "be charitable" anyway, entered my dim-lit chamber with mock seriousness. As they struggled to hold down their chuckles, I would massage each palm, ramble some nonsense about the life line and sun line (yes, I recalled some trivia from my reading), and muttered that they would surely be healthy and happy for a long while to come. Well, even if this wasn't true, it was what they liked to hear, and what they might even believe if the child palmist - aka.actress - aka.confabulator intoned it with enough conviction.

Of course, the adults all found comic relief in my palmist's tent. No, they didn't believe my ramblings - but that was merely because no one had supplied me with a convincing magician's robe (complete with stars and sequins), because no scented smoke peridically billowed out from mysterious holes in the ground, and because no cobras writhed to tunes played by snake charmers just outside the entrance. At my debut, I was a "disadvantaged" palmist; had someone merely supplied those cobras, that day might have been the start of a brilliant career as a pseudo-psychic.

# Altered States and Psi PHenomena (Part Two)

**CML**: Okay, folks. Before things get out of hand, I'd like to remind our participants that from the point of view of anyone who's had an OBE, it is NOT a matter of belief, but of personal experience. As I've pointed out previously in this forum, there in principle exist classes of experience which are not jointly observable, and therefore not "scientifically replicable". Nevertheless, if subjected to prolonged, unnbiased testing in a cognitive laboratory, certain people can prove, beyond any shadow of statistical doubt, that certain objective byproducts of their nonreplicable subjective experiences exceed normal causality. I happen to be one of those people, and I'm far from alone. Anyone who doubts it should look up the Stanford Cognitive Sciences (CSL) Laboratory, the Princeton Engineering Anomalies Research (PEAR) lab, or any of a number of immaculate, peer-reviewed research organizations that can produce enough methodologically pristine data to make a monkey out of the crustiest skeptic.

**JCC**: Over the years I have conversed with several people who have described extraordinary personal experiences. Such happenings are not entirely beyond my own experiences, which are of course closer at hand. Rather, my doubts concern the significance attributed to such anomalous occurrences. We are all human animals and subject to our own confabulation, motivations, subjectivity, and suggestibility ... and all that presuming good faith. Remote viewing, or prosaically, excellent insight? Not for me to say whether Gudjieff, Nostradamus, Simon Magus, and their peers were supremely gifted or charlatans ... not mutually exclusive categories, really. In my youth, I'd leap on the bandwagon and ride on until too many contradictions and doubts accumulated, dispelling initial enthusiasm.

There's US$1 million waiting in the bank, courtesy of the Amazing Randi for certain people, then! A worthy grant for certain people to continue productive research! Who wouldn't want to see those funds collected for a phenomenal breakthrough? I would personally be thrilled and honored to receive 6% as a finder's fee {*smile*}

**CML**: Come on now, Julia. Randi's offer is a game among con men. Randi, himself an ex-charlatan, is a man on a very specific mission: unmasking stage performers who claim that their "psychic abilities" are genuine. If his motivations go beyond this, then he's either a dunce or a con man yet. How do we know this? Because he has placed unwarranted constraints on what he will accept as "proof" of psi effects...namely, that they be experimentally replicable at his own personal convenience. That's not a general a priori criterion; in fact, when it comes to strongly nondeterministic phenomena, it's not even realistic. If Randi were being intellectually honest, he'd have paid off a long time ago.

**JCC**: I have taken the liberty of placing a link about this on the webpage, under "Food for Thought." Judge for yourself in the matter. I think that one million is a reasonable grant for verifying discoveries in this area. There is some risk on the other side, granted.

**CML**: Once again, the proof already exists. I'm going to follow this response with another that contains a URL for the CSL at Stanford. There's a paper or two there that you ought to read. (I'll check out your Randi link, but with all due respect, I doubt I'll see anything new. The crusty old devil hasn't changed his tune since the last Ice Age.)

Julia is entitled to decide for herself what she will or will not believe. Like everyone else, she'll do what she has to do in any case. But when it comes to the field of parapsychology, belief is increasingly beside the point, and Julia's respect for science compels her to tread lightly.

**JCC**: Always has been beside the point, in that science is ostensibly that which frees humanity from dependence upon belief, from accepting assertions upon faith in authority, without options.

**CML**: Personally, I prefer logic and mathematics to belief. That's why, although I'd certainly \*like\* people to believe me when I say that I have the logical skeleton of a TOE, it's a disposable luxury. The fact is, I can prove what I say...prove it, that is, to anyone with a sufficiently advanced understanding of mathematical logic and formal metaphysics. For those of you who didn't know it, papers on the CTMU "TOE" have been published regularly in a peer-reviewed journal - that of the Mega Society - for around a decade now, and no one, including several PhD's in mathematics and philosophy, has ever put a dent in it (and you'd better believe it wasn't for lack of effort).

**JCC**: OK, I confess eagerness to see some of these papers made available on the Internet. I've never yet held a copy of **Noesis** but have certainly heard good report of the Editor. {*smile*}

**CML**: Because the whole TOE quest has been bungled time and time again in the course of history, belief naturally gravitates toward skepticism in the TOE context. But that's fine, because in the final analysis, belief has nothing whatsoever to do with it. Math and logic, on the other hand, have everything to do with it, and if one hasn't done his or her homework in these areas, one must defer to those who have.

**JCC**: Of course, and I may feel much more in accord when I've read more "of it" than I have "about it", fair enough. But is there not a conflict in appealing to the authority of Academia when favorable while disparaging Academia when it's stodgy about embracing concepts challenging to its collective wisdom? There is some consolation in seeing that radical concepts sometimes find vindication over the years, all the more solidly when it does come. And I sense that advances toward truth (small "t") do withstand the gauntlet.

**CML**: Now, hold on a second. Are you saying that I "appealed to the authority of Academia" by citing research that happens to have been conducted at various universities? Academia, considered as a mindless bureaucracy, can be sharply and easily distinguished from specific pieces of research conducted under its auspices. In fact, the single-mindedness with which academic bureaucrats hog research funds makes it virtually inevitable that academia will host a certain number of valuable projects. What I actually "appealed" to was the "authority" of certain individual psychologists and statisticians. Don't get all specious on me here!

**JCC**: Just seeking better exposition of "Academia". There is truth to what you have written in your article concerning the antagonism between the academic system and expression of genius. I would like to believe that the constellation of Academia is evolving away from its origins in the medieval Islamic and Christian seminaries. There is another side however, that of the balance of adequate peer review, conservative as it tends to be by nature.

In a sense the point is that the upward progress of knowledge has been advanced by cautious progress at the edges, maybe a bit in the fashion of Holland's reclamation. The scientific method, doubtless imperfect and tedious, has served tolerably well. Giant leaps may be for the Teslas; the lesser lights might arrive there too in time, by small steps. The world has ample room for both the conservative and the speculative, without bending one to the rules of the other.

**CML**: Funny you should mention "peer review". This term connotes a few bad assumptions. For one thing, geniuses generally don't have any peers ... especially in academia. For another, because the term "peer" is defined with respect to specific academic fields, it would seem to be inapplicable to interdisciplinary insight. For yet another, peer review is the very process during which a great deal of original work gets - now how do I put this delicately? - bald-assedly ripped off by people whose positions in the system allow them to get away with it. And last but not least, some of us, despite having enough ability to send many academics running in tears to their mommies, do not ourselves qualify as "peers" in the academic context, and thus cannot expect a fair shake from academia. Taken together, these facts imply that the venerable process of peer review, for all of its benefits within academia per se, is a miserable, stinking failure with respect to insight originating outside the loop.

My web site will indeed contain CTMU material, but only as I convince myself that I've covered my intellectual property rights. To understand what I mean, consider the following pair of facts.

1. Under US proprietary law, only patents, trademarks and literary (etc.) copyrights are covered. Mathematics, being regarded as "the universal property of all mankind", is explicitly exempted. Once a mathematical theory hits the Internet, it is freely downloadable, and in the minds of self-interested academics, freely attributable as well.

2. When it comes to the proper allocation of credit for scholastic insight, academia is "self-policing". I.e., from the viewpoint of anyone outside the academic loop, the fox (academia) is guarding the henhouse (Truth, with a large T). Unfortunately, this particular fox is notoriously inattentive to the complaints of smaller animals.

These facts form a syllogism culminating in

3. Anyone not favorably connected in academia who publishes an original mathematical theory of any real importance on the Net needs his head examined, preferably by a mineralogist.

That's why I usually justify my statements locally, as I give them. If you require more, you have three choices:

(a) be patient;

(b) put me in touch with qualified academics willing to sign off on whatever I show them (i.e., promise proper attribution in writing); or

(c) provide me with a physical address and cover my publication and mailing costs to obtain back copies of **Noesis**, in which a lot of CTMU material has already been published.

**JCC**: That's entirely reasonable, and I will then opt for (a) practice of patience, probably my strongest suit nowadays. I salute you for opening an exciting thread of discussion and look forward to the continued exposition and development of your work. I'm open to including more links on our webpage to ensure balanced presentation. Can any of you recommend a worthy site on OBEs and such?

**CML**: The URL of the Laboratories for Fundamental Research is www.lfr.org ... It contains a link for the Cognitive Sciences Laboratory, at www.lfr.org/csl Of particular interest are links to papers by the UC-Davis statistician Jessica Utts (www-stat.ucdavis.edu/users/utts). These papers, along with many other links and pieces of information, should bring you up-to-date on the eveidence for psi, as well as the cats-and-dogs tenor of the psi debate.

**CW**: Chris mentioned the Monroe Institute's website which is probably the most useful. The URL is www.MonroeInstitute.org.

By the way, if you want to hear about the horrors of peer review look for Becker's **The Body Electric** (not in print) or Koestler's **The Case of the Midwife Toad** (don't know if its in print).

**JCC**: I shall then be adding links supplied by Chris and Cal to the "Food for Thought" section of our webpage. These should offer some interesting reading, even if I can no longer count web-surfing as legitimate out-of-body experience. {*smile*} It has seemed to be thus on a few occasions!

**CML**: Julia's right about the merits of creativity and personal fulfillment, and I'm confident that she has ample familiarity with both. I'm equally confident that she knows better than to confuse believability with demonstrability. She's too intelligent to make that mistake.

**WRW**: Yes, soon mere belief can become worship and the entire point of the experience. I am someone from the "bible belt" and was raised in a protestant denomination. I question so many things and do so at the risk of being labeled a "heathen". I know that I am not, in my understanding. It just appears that the vehicle used to comprehend anything paranormal has been reduced to such a mundane level. Worship must come with acceptance or so it appears. Given this, I can see how that OBE could become another cult worship and soon it would be governed by certain man made rules with a priesthood and a hierarchy and so forth.

**CML**: Good points. However, let's not miss the \*key\* point: the distinction between confabulation and reality depends on how we define "reality". Maybe mystics define it "too broadly". Then again, maybe scientists define it too narrowly. One thing, however, is for sure: we can't just perch on the fence, having the cake of intense subjective experience and eating the preemptive constraints of conventional science too. And don't let your youthful disappointments with stage performers turn you away from modern statistical research on psi. It's worth a look.

**JCC**: Perhaps it comes down to questions of admissible methodology. My experiences can be regarded as subjective, associated with changes in serotonin levels or whatever (my speculation, only). Whether cause, effect, or neither, I don't know. A therapist's use of the Netherton technique produced (or induced) really neat anecdotal material. Not much there, actually, to examine objectively. We are then outside the bounds of science, which, yes, are "narrow". Mysticism does not have such bounds... one {*can*} draw some distinctions between subjective and objective happenings, it would seem, at least for present level of knowledge. My youthful tendencies have been to commit to belief systems all to readily, in many things not to good advantage. Probably no one else has acted thus. {*smile*} So, I changed horses quite often in midstream before learning to swim and asking what I was doing in this river in the first place!

**CML**: Well spoken, for the most part. However, I'd like to draw attention to your phrase "for present level of knowledge". Whose level of knowledge are we talking about? The fact is that the distinction between subjective and objective reality already lags far behind even mainstream science itself. The two main theories of physics on the large and small scales, relativity and quantum mechanics, suffer from numerous paradoxes which cannot be resolved as long as this distinction stands in its current benighted form. The CTMU changes all that. The only problem is that academia, being chock full of smug, self-satisfied little specialists used to being patted on the back for penetrating tunnel vision, contains very few people even remotely capable of dilating their mental apertures enough to accommodate a revision. That's why we have a "crisis in physics", not to mention philosophy, psychology, and every other deep science you can name. In other words, although the average scientist clings to it like a barnacle, the distinction on which you're relying is inadequate to the issue we're discussing.

# On Society and Socialization

**CW:** I was thinking recently that the modern era (18th century and later) is characterized by attempts to create group dynamics that mimic the function of an individual human mind. In other words a group that can *think* the same way an individual brain can.

**JCC:** That's an interesting consideration, perhaps in view of the different thinking styles modelled by the Myers-Briggs types, for example... that optimum results might be obtained from a certain mix of individual intelligences. And here too is the value of new approaches to intelligence(s) plural as Gardner and Sternberg are picturing.

**CW:** Which leads to the question: to what degree do individual neurons *know* intent? This actually isn't as ridiculous as it might sound. Roger Penrose wrote at least one book on this question, **The Emperor's New Mind**. But I think if we can witness the initial evolution of the ability to think we will find similar attempts on a neurological level as the great (or notorious) social movements of the modern era.

**JCC:** I don't know. Might there be some higher-level governing centers localized within various brain structures? The key might involve finding ways to read the "assembly language", the physical representation of ideas and symbols in the brain.

**CML:** On a brighter note, Cal, ever heard of Teilhard de Chardin? The idea of a millennial quickening of a collective mentality is not new, and does indeed have neurological parallels. In the most recent issue of *Noesis*, the idea that the upper-echelon high-IQ community spans such a context is explored on the basis of specific improbable coincidences that have occurred recently among two or three groups. (Rather strange that you just came up with the same idea, isn't it?)

**CLF:** These subjects (the *quickening of a collective mentality*, awareness of synchronistic events, etc...) are also discussed in **The Celestine Prophecy**.

**JCC:** {*smile*}

**CML:** Again, while the complete proof would occupy more space than we currently have, what it comes down to is this: we live in a universe in which space and time can be described as generalized forms of information and cognition. Because information and cognition are recursively defined concepts which cannot be separated - for one possible proof of this microassertion, I refer you to the theories of relativity and quanta - there exists a mathematical description of spacetime in which it has enough "hidden info-cognitive structure" to support a generalized version of what we call *intelligence*. By undertaking a similar generalization of the concept of purpose - the term "purpose" is merely a generic answer to *why?* questions regarding events in the absence of deterministic laws - this collective intelligence can be endowed with volition. Ergo, a group mind.

In principle, the same "transcendental mechanism" functions among neurons (Penrose actually offered a specific quantum-level biomechanical mechanism through which this might function). [Note that the preceding paragraph contains several specific assertions that you can challenge by making contrary assertions.]

**WHK:** Is this how the *Borg* started? - If so, resistance really *IS* futile!

**LDL:** Excellent points ... However, in an effort to keep Colloquy congenial I have written my last on the subject of Chris's assertions. He has failed to offer sufficient proof for me and that is enough. I can not in good conscience acknowledge he has proven the existence of a universal intelligence. Unlike Chris, I make no claim to have proven there is no universal intelligence and simply state my belief and my opinion that, without evidence to the contrary, I suspect there is no such critter.

**CW:** One point we can't really be sure about is whether or not this universe exists as an independant entity. Intelligence, when refering to an individual entity, seems to imply independance of cognition.

When we talk about hiq societies, "group" mind in some sense contradicts the notion of individual achievement upon which selection criteria are based. I would say in that regard that HIQ societies are made up of many people who would like to participate on a group level in some way but are somewhat confused about it.

When I was talking about societal processes in some way mimicking neural processes I was thinking specifically about the widespread use of democracy and to some degree socialism as a way of making decisions on a mass scale. IN some sense they represent two ends of a spectrum (one end being self-organization the other being self-analysis). An important factor in human intellectual development has been the availability of high quality protein in the diet which in some societies has become the norm rather than the exception. We are the fattest civilization in history are we not?

But I think group process is going on all the time but up until now it has been on more of an animalistic level sometimes organized {*Triumph of the Will*} and sometimes not {*On the Waterfront*}. There seems to be a necessity right now to go beyond that if we plan on having a half decent place to come back to if we are to come back. However, as with human evolution there is no way to actively plan this possibility in advance. We actually have no idea what this possibility would actually be like any more than your cat can understand chess. But, in the meantime perhaps we could endevour to be a little more patient with each other???

**LDL:** Short Range: We are the fattest people in history because of a variety of reasons; certainly more available food, meat in particular, moreover meat often loaded with estrogen, and less strenuous lives, vocationally as well as recreationally. Estrogen seems to be some factor in the equation and there are many undetermined effects on what trickle doses of estrogen might do to males and females. Sperm production, I've read, in American males is down 50%. Population, however, is still increasing, but violent crimes have dropped. Cyclical, or other factors? We may be doing strange things to ourselves, all with the best intentions. Will they ultimately be for the good, or for ill? Any guesses?

Long Range: With the human genome project we may soon be able to create remarkable human beings as different from ourselves as we are from neanderthal ... are we the seed of our own destruction? Could we embrace our own artificially created children if it was for the ultimate good, and allow ourselves to quietly disappear from the scene? Perhaps we might be revered as the benevolent fathers of the next evolutionary step by those we create!

**EM:** I see the debate rages on for membership in this august conclave. I once was truly clever, but God punished me for my intellectual arrogance, now I must limp along at the 99.5 level, and strain to understand the arguments of those securely ensconced in the intellectual firmament. *Sic transit gloria*, alas, it was fun, but nothing lasts forever:):):)

I will be on television tomorrow. How's that for an attention grabber? Anyhow, I will be, all the same, a local station in Hazleton, PA, to talk about my newsletter. I am very pleased with it, my apprenticeship with *The Baltimore Freethinker Journal* has been turned to very good account. My book sells for $9.95, a complete set of all issues of the *Anthracite History Journal* is $15, and we have only produced eight of them so far. The next issue, June, will begin the 3rd year of publication. I did what I meant to do, establish a publication that would bring together all the diverse activities of people concerned with anthracite history, and provide a forum to express any views they might hold.

Actually, I just unintentionally touched on the meaning of life there, in case you didn't notice. Expression, expression, expression, that is what we live for, that is what we long for, that is what we bash each other in the head for. To gather in a small group and hold forth our ideas about anything is expression, quite as much as how we array ourselves to appear before our fellow humans. How we dress, walk, talk, dance, sing, write poems, write books, play basketball, fornicate, conjugate, and subjugate are all forms of human expression.

The fount of all this industry is the preservation and enhancement of the individual egos of the collective organism we participants choose to call humanity, the wellspring of course, is power, or our idea of power. Some of us think there is a higher power, or external power, or, if Hindu an all-pervading internal/external power. Others are pleased to relax, or languish, in the serene disapproval of those needing such powers.

I have always been puzzled by the true believer, but I do admit to being equally puzzled by the true non-believer, in that I see it as quite as much a leap (saltatory) of faith as that of the believer. I got a solicitation in the mail today from the American Humanist Association to re-subscribe, and I would be presented with a handsome 2nd Humanist Manifesto. I detested the first one, why would I want a 2nd? I didn't care much for Karl Marx's, or Martin Luther's, either. If I want to be conventional, I could go back to the Evangelical Church and mutter the Apostle's Creed every once in a while, and be in familiar surroundings.

I read something surprising recently. About 300 years ago, the difference in per capita income between the wealthiest and poorest nations was not very large, perhaps five to one. This year, it is 400 to 1, Switzerland compared with Mozambique. I see this as placing an unbearable strain on human relations between nations. Even in our own nation, there is a vast disparity between the distribution of resources between the various classes. Few among the public realize how great is this disparity.

**JPr:** I am not surprised, and I agree with you that it puts an enormous strain on human relations between nations. Moreover, it puts a significant strain on relations between groups within the boundaries of our own nation.

I noted this phenomenon with respect to school district funding disparities in 1979, when in my doctoral program I took School Finance (in Illinois). I commented in class that I felt the rich districts within Illinois appeared to be getting richer at a stronger pace than the poor districts appeared to be getting richer, thus increasing the disparity. He seemed astonished at the time, and commented to the class it would make a great dissertation topic for me to pursue. I had the good sense not to do it, since I would have been bored to pieces with that topic, but my comment proved to be true in the next several years for Illinois school funding. Many states have had lawsuits regarding funding equalization.

Now, that phenomenon is becoming so pronounced generally that it is obvious to people like you and me in relation to general economics, not just school funding (which of course is essentially general economics for communities!). I am told that this phenomenon occurred at the end of the last century and resulted in the Great Depression. Someone told me there is a book on the history of this at the turn of the century, but I can't remember who told me (my sister, I believe) or the name of the book.

The ultimate result of such a great disparity in resources is often war. That is probably why I am so socialistic at heart. I prefer sharing to war in re-distributing wealth. I don't mind paying taxes that are used to support people; I also support the concept of a military for national defense, but not at the expense of human lives back home where some welfare efforts are important.

Oh, dear...there it is, I'm on record as a ...*liberal*!

**EM:** ... A subject I once wanted to use for a book was *My Baltimore*. Had I done it, or if I ever do it, the approach would be sociological, though not in the usual academic sense. I was looking at a zip code map of Baltimore about 10 years ago right after I had been studying a census map. At the same time I was working in the Baltimore County Health Department, a small part of my assignment at the time was to file hospital admission records for mental illness. On my own time, I was gathering information for a book on alcoholism. My wife then attended the Smith College annual book sale at the Towson Armory, an event certainly known to Julia, whereupon she brought home a miscellaneous collection of books including some recent issue Baltimore Blue Books, the social register for this city. I noticed a distinct pattern of addresses for the membership of that august body. I have just revealed I am not one of them, or I'd have had my own current issue, wouldn't I?:):):)

For the alcoholism book, I had the then current AA Directory of all meetings in the city, and it was an easy matter to get the NA Directory as well. I then went to the phone book, and made a zip code list of all churches. Then I got crime lists for the year, made a zip code list of that. I made a zip code list of everything else. I made a zip code list of Baltimore Mensa, I had the directory for that year. My interest was in who does what, when, how often, how many, and why by zip code in this city and contiguous counties as defined by zip code for Baltimore. There was a mechanical approach in all of this, the book would have a clear plastic overlay with the zip code boundaries defined, which could then be put over each page of information to reveal quickly and graphically the particular body of information on that page. Which zip code had the most Mensa members? Which zip code had none? It has been my observation in life that in general conversation, any statement that begins with the word "people" is usually erroneous or uninformed. My book would give a picture of this city, what groups of people in particular sections do more or less of, and who they are by various divisions and stratifications. Even in my small amount of research, there were some surprises ...

**KB:** I find one of my Problems with social Situations (and thusly [perhaps wrongly] I avoid them or remain distant until approached) is "male camaraderie." "Hello you ugly so-and-so", "Boy you look like \*\*\*\*," etc... I have found two men Friends (more appropriately, soul-mates) in my twenty-eight Years that I can talk with about anything. It's not that I can't communicate on various Levels--rather, I do not want to communicate at some Levels.

Unfortunately this Plane to wit I am suspiciously absent is where most, IMHO, dwell. Occasional good natured barbs are most welcome. When the barbs become the foci of the relationship I take my emotional leave--this of course being viewed as aloof, moody, erratic, ad naseum. Many call me "thin-skinned." Perhaps--however, as I'm sure many here must have had similar Experiences in earlier life (say, School) that has made them guarded (thin-skinned). Well now, isn't that quite a little rant I've spent way too much time upon?

**EM:** I do so love a heartfelt rant! It's not the content so much as the style and passion that moves me. I loathe the hearty whap on the back and the bone crushing handshake, followed by the shouted inquiry, "Whaddya think o' them O's?" during baseball season. The truth is I never think of "them O's", never did and never will. I found baseball dull in childhood, the few times I engaged in it.

**JPr:** I'll second the motion! Educational experiences are some of the worst for kids who are bright, aren't they? Even the teachers barb! (educator for 25 years)

**EM:** Julia {noted that another list} became inactive, with the participants retreating into lurk mode. Does this relate to new member Lisa's comment that people rarely want to really "talk"? If so, why, and what can be done about it? You know I have opinions and theories about everything in the universe, known and unknown, and this situation is no exception. When we "talk", we express ourselves. Everything we do, and don't do, is a form of expression. We try, usually, to arrange this expression so we will be well regarded by our fellow primates, the moreso if they share a peculiar intellectual abnormality. Once we have had the audacity of committing our words to print and the gaze of others, we run the risk of our skill in expression being examined and the merit of our content being weighed or debated ( mene, mene, tekel, upharsin?). If our expression meets with ill favor, we may find our ethical and moral qualities under scrutiny, as well as parentage, upbringing, and the validity of standardized test scores proffered. I respectfully submit this is the genesis and sustenance of the practise of lurking.

# Cosmogony, Holography and Causality

**Comment #1:**

I notice several recent posts on this board asking about those aspects of ID theory having to do with cosmogony, holography, astronomy and other questions to which the biological aspect of ID theory is intimately related.

Dr. Frank Tipler of Tulane has a theory which says that the universe is a function of "front-loaded" design by the God of traditional monotheism. In essence, Dr. Tipler’s theory says that the evolution of the universe is following a pre-written script consisting of the laws of physics and implicitly containing the blueprint of life, and he offers what he and others consider to be strong physical evidence of such a relationship. I have a theory which goes somewhat farther, acknowledging the distributed or front-loaded aspect of design while making the universe a self-contained feedback system in which the design function can take specific local arguments and deliver specific localized output in the course of evolution. My theory, called the CTMU (short for *Cognitive-Theoretic Model of the Universe*), implies that a self-aware designer distributes over reality, or in theological terms, that "God configures Himself as reality." This, of course, is fully consistent with the idea that God is the ultimate reality, an insight that has been oft-made but seldom explored by theologians and philosophers.

With regard to holography, the CTMU utilizes a concept called *hology*, which differs from holography in its dynamism; specifically, hology is a species of self-similarity involving a kind of space-time dualization in which certain general aspects of the structure of reality are internally self-distributed as rules of grammar. The associated language is called SCSPL (short for *Self-Configuring Self-Processing Language*), and it includes the laws of physics as a restricted "sublanguage". SCSPL can be characterized as a self-contained metaphysical extension of standard logic. While some of the informational and probabilistic aspects of this language have been generically addressed by the noted ID theorists Michael Behe and William Dembski, they have done so without committing themselves to specific cosmological and causal models (including those described by Dr. Tipler and myself). This has been convenient inasmuch as producing a true model of causality is a rather tall order.

With certain notable exceptions, many of those involved in the ID-neoDarwinism controversy seem not to grasp the full connection between the ID hypothesis and systems of cosmology. They want to restrict the discussion to conventional laboratory biology, which places severe limits on the kinds of problem that can be addressed and the kinds of solution that can be verified. These limits can be regarded as the price of undertaking causal analysis and attempting to verify causal hypotheses without committing to a specific model of causality. Since both neo-Darwinism and ID amount to (biological) theories of causality, neither side of the debate is in full compliance with the logical entailments of its position.

While I don’t know the level of support enjoyed by Dr. Tipler’s work, mine is officially unsupported and pursued strictly as a labor of love. So as near as I can tell, even if one asks the right questions - and certain questions that have recently appeared on Brainstorms at least resemble the right questions - one is unlikely to hear much about cosmology from rank-and-file ID supporters, who typically seem uninterested in such matters and evidently do not understand all of the logical issues involved. In answer to such questions, I'd thus have to respond that even though work on the causal and cosmological foundations of Intelligent Design is only infrequently acknowledged, it has been ongoing for quite some time.

However, this brings up another question in dire need of attention: why are so many biologists who formulate and express opinions on hypotheses and methods critically dependent on the fundamental nature of causality apparently so unconcerned with the fundamental nature of causality? This is a question to which I myself would one day like to see an answer.

**Comment #2:**

In response to David Garrett, Rex Kerr says that what David calls "the mental aspects of reality" may be ontologically secondary and "emergent".

No, they may not, at least insofar as emergence is an orderly process requiring coordination by general, abstract syntactic principles. That is, where emergence entails syntax, and syntax is abstract (mental or trans-physical) in nature, mental reality is critical to the emergence of physical reality and not vice versa. The fact that mind then achieves physical instantiation is beside the point; syntax is still more general than, and therefore logically prior to, the physical objects and states which instantiate it.

In response to a statement by Zachary, Rex then writes "there are multiple inconsistent sets of axioms of logic".

Quote:

“Here's a potential counterexample.

Let P(x) be a proof that x is true, and let LC be the statement that logic is internally consistent. Then:

System One: NOT P(LC) is true

System Two: P(LC) is true

System One is the subject of Godel's Incompleteness theorem, which basically says that NOT P(LC) for first order predicate logic (and it's been extended to other areas). System Two is the system that must be assumed if one can start with rationality and know that rationality is justified.

So, assuming we admit the Law of the Excluded Middle (i.e. A OR NOT A is a tautology), then one of the following holds:

(1) First order predicate logic is inconsistent.

(2) The process of rationally justifying rationality is impossible.

(3) There are multiple inconsistent sets of axioms of logic.”

Godel never intended to show that logic must be either true or inconsistent; that would have been too obvious. Instead, he showed that a particular combination of logic and arithmetic is either *complete* or consistent, but not both. Because the consistency of logic has never been seriously in question, an undecidable (but logically correct) axiomatic system is merely incomplete, which means that certain true relationships cannot be verified within it.

The reason that logic cannot be inconsistent is that when all the inessential chicken-scratchings are stripped away to leave only the essential ones, consistency still equals truth, which equals the inclusion of the formal or factual image of an expression in a descriptive system or its universe. Because logic is tautological, i.e. universal and reflexive, that which is logically inconsistent is not only illogical but unreal. Any conceivable attack on the consistency of logic would effectively destroy its own logical integrity and thereby defeat itself, excluding itself from reality in the process. Because there inevitably comes a point at which any attempt to deny the consistency of logic undermines and invalidates itself, it can be taken for granted that logic is consistent. If it weren't, then all argumentation regarding it, along with the entirety of human thought, would be futile...and in that case, it would be pointless to argue for or against anything at all.

Because the laws of nature exist independently of concrete instances and are therefore abstract, reality must conform to a self-consistent logical syntax consisting of valid rules of sentential and semantic abstraction. The rules of perception must be isomorphically consistent with the rules of logic; otherwise, perceptions could not be mentally acquired, i.e. isomorphically mapped from the natural world into the mind of the perceiver. The same applies to cognition itself; if there were no consistent cognition-to-cognition identity mapping, then cognition could not acquire its own products, and what some have characterized as the "many-valued logic" of human mentation would infiltrate cognition at the syntactic level. Cognitive-perceptual reality would then disintegrate for lack of a stable syntactic identity in terms of which its rules of structure, evolution and recognition could be formulated.

Rex continues: "However, if you can't use logic to prove that logic is valid, then it may matter how you happened across it. For example, suppose you find a box and you point it at the sentence, "NOT (A AND B) IFF (NOT A OR NOT B))". It says "true". You do this a whole bunch and it always gets the right answer. Then you write down, "This box always gives me the truth value of a sentence." You point the box at it. It says "true". But are you justified in believing this answer?"

Actually, you are. This is because of another (related) kind of box called a "truth table", which effectively defines logical connectives and functors on truth and consistency and vice versa. A little reflection reveals that these functors (not, and, or, implication and biconditionality), along with the synonymy of truth and descriptive inclusion, are utterly basic to human thought. Try to avoid them, and you forsake any possibility of being able to think straight. The mental operatons they represent are simply too elementary and too universal. Try to define alternates, and you'll be forced to do so in terms of the originals.

The looplike tautological axioms of logic will always be consistent because, in order to implicate them in any sort of contradiction, one must add on a particular instance of LSAT in which expressions are no longer isolated. Instead, they are linked in common variables to which truth values are to be assigned. These tentative linkages and assignments do not occur in the system of propositional logic per se; compound expressions admitted to the formal system of logic must previously have been proven true under all possible truth value assignments, and thus identified as tautologies. In contrast, an arbitrary instance of LSAT has not been proven tautological or even solvable; its internal consistency depends on the logical evaluation of its (likely) non-tautological structure under all possible "test assumptions", or compound truth functions assigning truth values to all of its sentential variables in all possible models. When all possible predicative test assumptions fail, it is the particular LSAT configuration and not logic which collapses.

As we have already noted with regard to the equivalence of truth and inclusion, this kind of inconsistency can mean one of just two things: either something that was assumed to be a part of the inconsistent LSAT system is not really a part of the system, in which case the system can be surgically altered and restored to logical consistency ("the theory only appeared to be logically inconsistent and can be saved"), or the system is irremediably inconsistent and cannot be surgically rehabilitated, in which case it is fundamentally illogical and all argumentation based on it is futile ("the theory must be discarded"). But in neither case is the truth of logic at stake, for logic stands above the illogical or extralogical structure responsible for the failure. It distributes over the formal sentential (syntactic) structures of individual expressions, independently of the attributive (semantic) links distinguishing the structure as a whole.

Although inferences depend on models - this is something which scientists and mathematicians must always consider - logic is a truly basic, syntax-level self-model that defines its own functions and connectives on its own consistency, and therein lies its tautological integrity. It defines truth on its own terms, and its terms on its own kind of truth. Ultimately, the only kind of consistency that matters is consistency with the tautological definitions of sentential functors - everything else is "to be determined" - and this is what logic is by definition. Tautology, as based on the universal descriptivity and cognitive-perceptual necessity of logical functors, is its characteristic attribute, and this makes it unconditionally correct. Where predicate logic and model theory are properly regarded as extensions of propositional logic accommodating semantic and interpretative operations respectively, they are subject to the rules of propositional logic and do not support violations of it.

The premises on which Rex bases his arguments are closely related. That cognitive and perceptual reality can be separated even on the logical level, that one can use logical functors and tautologies to show that logic can be inconsistent or that there can be "alternatives" to logic, and that the truth of a logical tautology is somehow subject to empirical confirmation all lean on each other. Because none of these premises stands up, the three of them fall as one. Such argumentation is utterly indebted to logical functors and tautologies for any claim it might have to validity, and logic *by definition* will not permit these functors and tautologies to be used to subvert it. Only a theory of reality reflecting this incontrovertible fact can yield any amount of certainty.

**Comment #3:**

Good discussion. Since Rex Kerr has been (intelligently) questioning and critiquing the CTMU and its conceptual ingredients, I'll post a quick response to some of his points.

Rex asks "why logic as a basis for reality?" Because logic by definition comprises the rules of cognition (and thus of recognition), anything which does not satisfy it is neither directly nor implicatively recognizable as a part of reality. Moreover, logic has only one syntax - the syntax of human cognition, to which any other comprehensible syntax necessarily reduces by its necessary reliance on the basic logic functors in terms of which we recognize mental and physical reality. (If Rex's alternative axiomatization of logic is consistent, then it is so only by reduction to logic *qua* cognitive syntax.)

When Rex holds any claim of certainty regarding the logical consistency of reality to be nothing but "unjustified conjecture", he is saying that reality may be logically inconsistent. By the definition of logic, and the mutually-normative truth values and logical functors which comprise it, this amounts to saying that reality may violate the rules of cognition. But since the rules of cognition are what allow us to recognize reality, this amounts to a contradiction.

Rex compares logic to impulse functions, which he characterizes as (possibly unreal) cognitive constructs that help us break reality down into manageable chunks. An impulse function is an input-to-output transducer defined to operate in a particular way suiting a particular explanatory context (or the rule or mapping executed by such a transducer). But functions in general are quite another story. When cognition is generalized to coincide with information processing as executed by *any* consistent function or transducer, it is anything but unreal. It is in fact the stuff of which reality is made.

Rex asserts that claims of certainty regarding the CTMU are unreasonable. However, the CTMU is based on premises that have been clearly explained, and a case can be made that it is tautological. To effectively contest the certainty of the CTMU, one would have to invalidate one or more of its premises, or show that the CTMU does not necessarily follow therefrom. Merely questioning the certainty of logic won't work; the certainty of logic is tautological given its definitional equivalence to the rules of cognition through which we recognize reality. Again, that which does not conform to logic cannot be recognized as a part or aspect of reality, either directly or by implication.

Regarding the conceptual difficulty of cognition, Rex dismisses arguments based on "cognition of the gaps". In the context of a self-contained mathematical structure supporting the concepts of attributive (semantic and syntactic) information, cognition may be generalized as information processing and/or generation. Beyond this, we don't need to know what it is or what it does, except that (1) it must obey a set of logical invariants comprising its identity and supporting its procedural integrity, and (2) it must display mathematical characteristics appropriate to its generic functionability within its supporting structure, e.g. telic coherence and reflexive (self + input) modeling. From these attributes alone, certain interesting consequences can be derived regarding it.

Rex says that any attempt to solve the problem of mind-matter dualism without nested (embedded) models is nonsensical. This is quite true. Up to isomorphism, embedment is an identity relation; when one structure A is embedded in another structure B, A coincides with B to the full extent of A. Descartes denied that *res cogitans* and *res extensa* are the same thing; somewhat paradoxically, he maintained that they are fundamentally different. In contrast, the CTMU fully acknowledges their identity *and* their mutual embedment. The CTMU does this through conspansion (or conspansive dualization), which involves an alternation based on dual modes of containment (or embedment).

**Comment #4:**

Rex says that I err in conflating or assuming an identity between epistemology and ontology. For scientific purposes, reality must be *knowable* as reality; otherwise, it is of no interest to us, and there is no way to discuss it or reason about it. So for scientific purposes, there is an epistemology-ontology-reality overlap...a place where they *must be* conflated. Deny this, and there go science and reason; they can't work. We acknowledge this overlap simply by considering and discussing reality, which we are interested in considering and discussing only to the extent that we can *recognize* it as reality. If there is something else out there that is so deep, dark and noumenal that it can never be recognized or logically inferred from our level of being, then it is of utterly no interest to science or philosophy. This is why the distinction between epistemology and ontology ultimately disappears in discussions about the nature of reality. On this level of reasoning, it is just as Descartes said: *cogito ergo sum*. To know (and be known) is to be.

Rex takes issue with my comment that "logic has only one syntax - the syntax of human cognition", alluding to evidence that formal logic is learned and that the primitive cognitive operations humans perform are not the same as standard logical operations. But they *are* the same, for they require a model, and the test of any such model is that it meet logical standards of definition and consistency. For example, say that we model cognition on its physical vehicle, a biological neural network (or "brain"). Complexity notwithstanding, we can in principle construct an adjacency matrix for such a network and assign firing thresholds and timed value sequences to neurons and synapses, thus achieving a vectorial representation of cognition. We can allow for learning by letting the firing thresholds vary; we can even allow for neural plasticity and cognitive impairment by allowing the matrix to undergo gradual or catastrophic evolution in a higher-order space of matrices. Cognition (and recognition, the interface of perception and cognition) is then a flow of information through an evolving matrix, a matter of 2-valued transformations of synaptic vectors and matrices thereof. Achieving a biopsychological explanation of cognition means mapping psychological events to such a 2-valued model, effectively reducing them to 2-valued logic.

Rex maintains that absolute certainty is never a realistic concept, but that the logical consistency of reality is at least as certain as anything else...a working hypothesis that is "good enough" for our epistemology. In fact, we can go somewhat farther that this, observing that any epistemology or ontology which runs afoul of 2-valued logic is imponderable and therefore of zero interest to science and philosophy. While it is true that we can consider illogic as (technically) a primal part of reality, we can do so only by excluding it from the level of reality that is actualized, and that we recognize and comprehend, in terms of 2-valued information (including information regarding any sort of "fuzzy" measures or functors). In fact, illogic is actively excluded from reality as its wave function evolves; Schrodinger's cat remains mercilessly confined to its box.

Rex is right when he supposes that my statement "When cognition is generalized to coincide with information processing as executed by any consistent function or transducer, it is anything but unreal...It is in fact the stuff of which reality is made" is fully consistent with the CTMU. But one need scarcely understand the whole CTMU to acknowledge the truth of this statement. One need merely observe that since information is 2-valued, no reality which lacks a consistent 2-valued functional description can be coherently perceived, conceived or cognitively rendered and processed *as information* by scientists, philosophers and other cognitive entities. In other words, if cognition could not be generalized in such a way that reality can be described in terms of it, then reality would lack a coherent cognitive representation, in which case it would be unrecognizable and uninteresting to, and existentially unsupportive of, cognitive entities like scientists and philosophers. This *de facto* contradiction, which harks back to Rex's attempted separation of epistemology and ontology, means that if we want to formulate a theory of reality (or even coherently discuss it), we must accept my statement as true. This does indeed constitute evidence in favor of the CTMU.

I fully sympathize with Rex when he says that he does not, on his own, have the time to look up the premises of the CTMU. Similarly, and I say this with all due respect, I do not have the time to give every time-challenged person a personal guided tour of the theory as though he were the first person to whom I had mentioned it, or even to provide detailed references. However, Rex *does* say that he takes exception to the CTMU, and it is hard for me to understand how he can do this without previously having familiarized himself with its basic premises. If this is in fact the problem, then Rex can try [this paper in PCID](http://www.iscid.org/papers/Langan_CTMU_092902.pdf). (Please see the section entitled "Some Additional Principles".)

**Comment #5:**

Rex makes the following distinction:

“What we have decided in the above quotes not that it [generalized cognition] is the "stuff of which reality is made", but rather that it is the "mechanism by which reality is understood". This is a very important distinction because we can make observations without knowing what the causes were, or that there was a cause. Just because we can understand A and we can understand B, it does not follow that the transition from A to B can also be understood...we have to keep in mind the limitations we are working under.”

"Making an observation" amounts to cognition. Registering a transition from a state or event A to another B is also an act of cognition, *whether or not* a causal relationship between A and B can be understood or verified (in which case it too is cognitively registered). Such instances of cognition are how we experience reality; as Hume and Kant and others have pointed out, we can at best *infer* the existence of an external world from the consistency of our thoughts and perceptions. But inference too is cognitive, and under no circumstances can we recognize or infer the existence of anything that cannot be consistently embedded in our processes of recognition and inference. As we have already observed, embedment is an identity relation (up to isomorphism), and this means that reality is cognitive to the extent that it is embedded in our cognitive processes. On the other hand, where reference amounts to cognitive embedment, we lack the power to even refer to that which *cannot* be embedded in our cognitive processes. It follows that reality is cognitive to whatever extent we can meaningfully refer to it.

It is true that our cognitive reality is structured in such a way that we can often reason as though an external world exists. But we can never forget that as far as experience and observation and experimentation are concerned, "out there" exists for us as an image on the surface of our senses. I understand that this is difficult to grasp after several centuries of nonstop "The world exists independently of us on every level of being and it is our task to learn what it has to teach us!"; such articles of faith make it very hard for us to see ourselves as anything more than purblind moths beating our wings against a diamond-paned window with "Objective Reality" painted on it in heavy black letters. In some ways, this picture is accurate. But all we can say for sure of our cognitive limitations is that (1) to whatever extent they are real, they are limits on *cognition* and nothing else; and (2) if anything of a non-cognitive nature is hiding behind them, then it has no place whatsoever in our *cognitive* picture of reality. For cognitive purposes - that is, for all purposes scientific and philosophical - it does not exist.

**Comment #6:**

Rex acknowledges that anything that affects reality can at least be described as "something that affects reality", even if we can't say anything more about it because of cognitive/perceptual limitations. But we *can* say somewhat more about it, namely that it is recognizable as the source of a perceptible effect and is therefore cognitive to the extent of being referenced as a "cause". Rex goes on to critique the name "CTMU", opining that the U (for universe) should be replaced with a P (for perception). Perhaps Rex has a point - the universe of science is, after all, logically defined on our perceptions of it. However, one might equally well observe that it is high time for those who make an unwarranted distinction between reality and (generalized) cognition to face their fundamental equivalence despite whatever heavy conceptual baggage they may be in the habit of carrying along with them.

Rex then says that the "CTMP", as he seemingly prefers to call it, should not use logic as its primitive component, but rather the cognitive operations that our brains enact, observing that any attempt to convert these native cognitive operations to two-valued logic is inelegant and robs us of insight about the nature of reality. However, logic is in fact the syntax of cognition *by definition*. It is the most elegant, compact distillation of our cognitive operations that we have been able to achieve in several millennia - this is why we critically rely on it in technical fields like cognitive science - and it would be a shame to unnecessarily pitch it out the reality-theoretic window just because it is intentionally formulated on a higher level of abstraction and with greater concision and precision than various (admittedly interesting) details of neural architecture and dynamics.

Rex points out that I have previously made comments about the relevance of the CTMU to evolution and intelligent design, professing that he finds it difficult to imagine any connection between such important matters and the PCID paper. To this, I really don't know what to say other than "different strokes for different folks". I hope that as time marches on, Rex will gradually learn to appreciate at least a few of the observations and insights that I have tried to bring to bear on our understanding of nature.

**Comment #7:**

Rex, your critique of my terminology is semantic and arbitrary. You seem to want to reserve the word "cognition" for the entire set of operations performed by a mind, including ones that are illogical or erroneous, while I want to use it in a more variable and context-dependent way. For example, although I acknowledge that cognition can be illogical, I reserve the right to (also) use it to mean "rational cognition" where this is what I intend to discuss. I am justified in doing this because the *content* of irrational cognition, as opposed to its mere existence, is irrelevant to the structure of reality as it is described in the CTMU. Why is it irrelevant? Because it violates the (logical) syntax of any language capable of expressing a meaningful theory of reality.

I'll make two additional points. (1) In the CTMU, generalized cognition explicitly has syntactic and telic (pre-syntactic, trans-syntactic) levels. So if your objection also contains the idea that cognition can occur on multiple levels, this has already been covered. (2) Even though logic and cognition coincide in perceptual reality and its theoretical representation, I agree with you that any disjunction would naturally be of interest, and therefore urge you to continue your studies regarding it (such as they and it may be).

Some papers require more than one reading. If my paper is one of them, then so be it; all I could do was try to make the material accessible. But in any case, I have a piece of well-meant advice for you: if you really intend to maintain that there exists a yawning gap between the CTMU and "a sensible view of epistemology", you had better read the paper as many times as necessary in order to understand what it really says about the epistemology-ontology-reality relationship.

**Comment #8:**

Hello, folks. I'd just like to make some comments about the CTMU and my responsibility to defend it.

First, although I stand by the PCID paper down to the last jot and tittle, the CTMU is in some respects a work in progress, and I reserve the right to add to it or qualify it as I like and as time permits. In fact, I have several CTMU-related papers now in the process of creation or revision, and no one but me has anything to say about their content or timing.

Secondly, none of the CTMU critics whom I have thus far seen has the understanding or the technical ability to speak authoritatively about my theory. I have found many criticisms of the CTMU to be motivated by incomprehension and serious misreadings and/or non-readings of the published material rather than any supposed conceptual or explanatory deficiency on my part, and while I do not claim that my presentation (or that of any other technical author) is beyond improvement, I lay a healthy measure of blame for such misunderstandings on the doorsteps of those who recurrently complain about them.

Thirdly, given that I am trying to present a new model of reality, I'm amazed by the number of CTMU criticisms that obviously rely on the very cognitive structures in need of correction or augmentation. The very existence of ISCID (and for that matter of complexity theory) testifies to the explanatory inadequacy of certain conceptual structures and models, and endlessly denying or belaboring their more-than-obvious weaknesses would be nothing but a waste of time for those of us who already know them for what they are.

Fourthly, while it may not be politically correct to observe that the viewpoints of some people are less evolved than those of others, there eventually comes a point at which certain viewpoints must be rationally identified as noise. As it happens, there are certain people regarding whom I have made this identification with what I consider to be a high degree of certainty, on the basis of not only their tendency to make technical errors but also their demeanor...for example, their readiness to lapse into ad hominem attacks and baseless, sometimes libelous accusations of plagiarism and other kinds of wrongdoing (e.g. "First of all, Syndiffeonesis is a concept whose originality has been disputed."). Nobody with a constructive agenda has the time for such people or their nonsense, and I am no exception.

Speaking strictly for myself, when I see a thread or a forum being dominated by such a person through sheer volume and vehemence of input, I begin to question the wisdom of involving myself at all. While this is merely a personal observation on my part, it suggests that those who desire my auctorial input regarding the CTMU not encourage such people in their abuse, particularly after they have been suspended for their mischief, transparently permuted their handles and come back for more.

I'm usually very happy to respond to questions and critiques as time permits; to some extent, I consider this a theorist's responsibility. But I cannot reasonably be expected to do it in venues conspicuously ridden by those with established tendencies to deviate from matters of content.

Thanks.

**Comment #9:**

Since gedanken has unexpectedly taken to spelling my name correctly, I'll try to encourage his good behavior by posting a response.

The Copenhagen interpretation of QM is "falling out of favor with physicists" because it has been largely supplanted by the relative state formulation (the Many Worlds interpretation). It would be a terrible mistake to think that this is because MW is somehow on firmer ground. MW suffers from the same problem that CI does: no model, no supporting structure within the the spacetime manifold of neoclassical physics, i.e. General Relativity, and no overall explanation of its own (aside from an abstract mathematical criterion, "no messy wave function collapse"). The way to solve this problem is not by playing pick-and-choose among unsupported interpretations, but by providing a model enabling a simultaneous embedding of the key concepts of microscopic, mesoscopic and macroscopic physics.

Although nonlocality is indeed a problem in any manifold which fails to support it, this in no way rules out the existence of a manifold which *does* support it. As for the repugnance of CI to physical reductionism, i.e. the fact that physical reductionism doesn't work on the level of QM, there is absolutely no good reason to prefer stock physical reductionism over QM. As for the problematic definition of "observer", the only way to rule out such a definition "in principle" is with respect to a given class of models. But since QM, and thus physics in general, *already* lacks a consistent model, this is no objection at all. In any case, the problem is simply to produce a model supporting the concept of observation on all levels of generality and specificity. Papers already written, and papers now on the drawing boards, explain why the CTMU is that model.

The problem with describing all scientific theories as "useful fictions" is that there is a sense in which rational cognition itself is a "scientific theory". The thing about this particular theory, however, is that it cannot be changed; the paradigm can never be replaced from the viewpoints of cognitive entities like us. As I've repeatedly explained, this gives it a kind of "absoluteness". The fact that QM is extremely powerful and useful, and in substantial agreement with observation, suggests that if it is "logically inconsistent, incoherent (and) at some level fictional", this applies only in the absence of an adequate model. Since the CTMU can be shown to be an adequate model, it no longer applies (at least from where I'm sitting). In this model, the "approximate nature of the scientific (QM) result" is explained not merely by randomness or indeterminacy with respect to the localistic first-order Markovian restriction typical of inadequate models, but in terms of the self-configurative freedom of a self-generative system.

As for the apparent fact that MW does not require nonlocality, this is moot as long as MW lacks a consistent model of its own - something more substantial than a "multiverse" for which there is no better explanation than that which MW purports to offer for the universe itself. Unfortunately, it is impossible to meaningfully explain one entity by positing a larger *unexplained* entity allegedly supporting its existence. In contrast, the CTMU contains a new self-explanatory model of physical reality in which limited "nonlocality" is supported and wave functions can collapse. "Alternate universes", such as they may be, can then reside in the nomological syntax of the *observable* universe as abstract possibilities in no need of full realization.

In the absence of any reason to accept MW, there is no pressing need to give a reason *not* to accept it...except, for example, that it lacks a model, that it "explains" the decoherence of the wave function only by positing the existence of an inexplicable "multiverse", and that it uses an *abstract* mathematical criterion ("no messy wave function collapse") to posit the existence of a *concrete* meta-universe. In fact, when pursued to its logical conclusion, the idea that *abstract* mathematical criteria have the power to shape *concrete* reality leads directly to the CTMU, do not Pass Go, do not collect $200. As for how the CTMU avoids "standing on some of the same mistakes that lead to (the) Copenhagen (interpretation)", it does so by presenting a self-explanatory model in which these "mistakes" are logically grounded and thus no longer qualify as mistakes.

**Comment #10:**

Gedanken likens the CTMU to "an argument with great complexity proposing to explain a free energy or perpetual motion system...a worldview lead(ing) one to consider the number of angels dancing on the head of a pin...(which) might have a great deal of self referential self consistency." Except for the last part, this analogy fails. Gedanken then offers this erroneous view of the CTMU as a reason not to "read the argument over and over until one actually understands it," going on to report that he "immediately suspected that [CTMU] premises and/or logic had failed, possibly due to fuzzy claims distributed throughout the work, simply upon reading the conclusion."

Somewhat inexplicably, gedanken follows up with: "I shall indeed continue to study Mr. Langan’s presentation. It does have very interesting aspects. I certainly don’t claim to disagree with either all of its methods or conclusions." However, apparently lest anyone get too comfortable with this grudging concession, he points out that he "particularly disagree(s) with certain conclusions presented...on page 1 and most clearly on page 4, relating (to the) syntactic nature of the universe." Finally, regarding those aspects with which gedanken *does* happen to agree, he "questions if they have actually been demonstrated in any meaningful way by Mr. Langan."

Gedanken can question whatever he wants to until the cows come home. But until he identifies some specific flaw in my argumentation, this has nothing whatsoever to do with its validity. To underscore this fact, I will answer his challenge to "name a single aspect of physical reality that can be described with logical statements in which there is no question of error or degree of imperfection in the description." Here's one such statement: "Physical reality must conform to 2-valued logic in every observable respect (whether or not it maps consistently to any particular set of *contingent* expressions)." Here's another: "The overall structure of physical reality must conform to a new mathematical structure called SCSPL." Here's another: "All aspects of physical reality, including such trivial matters as cosmogony and causality, must conform to all of the logical implications of the preceding statements." There are others, but they're in the paper too.

Rex Kerr then pipes in with "an added thought on crisp two-valued logic where things are true or false with no in between". To boil Rex's argument down to what seem to be its bare essentials, he is saying that (1) contingent statements like "The man is in the room" cannot be identified as true, false or undecidable until all terms and concepts therein, e.g. "being in a room", are properly defined; (2) it is notoriously impossible to define such concepts; (3) therefore, nothing in reality can be unequivocally identified as true, false or undecidable; (4) so 2-valued logic fails as a basis for reality theory.

Rex's argument begins to disintegrate at step 2. It is in fact possible to define descriptive predicates with respect to a given consistent model of reality. It gets worse at step 3; unlike the perceptual primitives and elementary logic functors in terms of which perception actually occurs, more or less fuzzy *descriptions* of perceptual states and observations do not equate to the observations themselves. This makes step 4 a simple non-sequitur.

Rex then compounds his error by asserting that "fuzzy logic and 2-valued logic are derivable from each other. Neither is needed first. If you have one, you can get the other."

If Rex means that (A) MVL is derivable from 2VL, and (B) 2VL is derivable from MVL, that's fine. But statement B ignores the fact that MVL cannot arise without 2VL in the first place, and that 2VL thus retains priority. While one can distinguish among 2VL (yer-or-no) possibilities using 2VL alone, one cannot distinguish among the (many-valued) possibilities of MVL without 2VL; they either *are* or *are not* distinct from each other. If they are, then 2VL is presupposed; if they are not, then MVL collapses to 2VL anyway.

**Comment #11:**

OK, gedanken - here you go. "If event A has happened, then event not-A cannot have happened in the same place at the same time." Not specific enough? Then try this: "The sun rose in the east this morning. It follows that it did not rise in the west."

Now, despite the fact that these examples meet your stated criterion - they are instances of the self-consistency of reality, i.e. its obedience to 2-valued logic - you'll probably maintain that they're trivial, nothing you didn't already know. But if you already knew about them, then why are you so intent on questioning the underlying logic? After all, in order to observe any such fact to be false, you'd need to do more than just *talk* about Many Worlds; you'd need to split yourself into gedanken 1 and gedanken 2 and observe the contradictory events in different universes. (The problem, of course, is reporting back to yourself afterwards.)

Not to be repetitive, but some of the more nontrivial implications of this situation are discussed that PCID paper you seem so intent on dismissing.

**Comment #12:**

What is this, gedanken - "Fun With Semantics" time?

Let's try this again. Picture yourself standing outside just before dawn wherever it is you happen to be and seeing the sun travel upward from the horizon. To describe this observational event, you must define your terms with respect to a model. Once you construct a model and formulate your description accordingly, you can formulate a negative description. Your model carries this negative description and its negative truth value into the corresponding negative perception, which can thus be ruled out. Why? Because the logical negation functor works equally well in the languages of description and perception. If not, then forget about making and describing observations, because you'll never get to first base.

Suppose that in order to wriggle out of this reasoning, you make good on your threat to trudge up to the north pole and hole up in a snowdrift until the arctic winter creeps over you like an icy sunless hell and turns you into a popsicle. Nevertheless, when the sun finally makes it above the horizon and thaws out your peepers, you will again be able observe the event, construct a model, define your terms, describe your observation, negate your description, and rest assured that the result does not describe what you perceived.

Perhaps you mean to assert that no matter how hard we try, we are unable to formulate accurate models and descriptions. But in that case, we need merely restrict consideration to raw perception and realize that making an observation immediately rules out any inconsistent observation.

**Comment #13:**

Gedanken says that raw perception entails maximum uncertainty and unreliability. Since physical reality is perceptual, this amounts to saying that physical reality itself is unreliable, a scientifically meaningless assertion. Scientific observation is anything but imprecise; experiments are generally undertaken with very precise instruments and duly replicated by other experimenters, something which could not happen if gedanken's notions about reality were correct. (By the way, regarding that of which my theory does or does not take notice, I'll be the judge. When it comes to the CTMU, the accuracy displayed by Rex and gedanken is limited to what they actually understand of it. Unfortunately, that's not much.)

**Comment #14:**

Gedanken: "When we are left with only raw perception, we are also left with the *greatest* uncertainty." [My italics; note that "greatest" means "maximal".]

Gedanken, a few short minutes later: "This of course is highly variable, thus hardly 'maximal'"!

Whatever you say, gedanken! (I guess this is what happens when logic and precision go bye-bye.) But please be a gentleman and stop parroting Rex Kerr's half-baked comment regarding the CTMU. The CTMU associates precision and stability with SCSPL syntax, allowing for imprecision on the semantic and interpretative levels of reference. I don't expect you to know what this means, but I don't expect you to *pretend* that you do either.

Now weren't you going to bed or something?

# Critical Questions

**Comment #1:**

Regarding the debate between proponents of Darwinism and ID, Geoff writes: "Until more evidence is found, what reasoning or logic dictates that one position is more sound than the other? Perhaps this information will never be found. If that’s the case, then it may suggest more appropriate directions for efforts to encourage people to consider probing questions about evolution."

Since Geoff has mentioned logic, I'll provide a reminder that there is only one reasonably well-defined logic-based (as opposed to exclusively "biology-based", "information theory-based" or "physics-based") theory of ID and/or evolution. Called the CTMU (short for *Cognitive-Theoretic Model of the Universe*), it uses the tautological basis of logic to make inferences about the natural world. (Browse recent threads and back issues of PCID for more information.) This theory logically relates function to structure and easily accommodates the oft-noted tautological dimension of Darwinian evolution with respect to first-order Markovian laws of nature, obviating the necessity to specifically "decode" evolutionary events (although this remains a viable possibility in certain cases).

**Comment #2:**

In acknowledging that "there is some considerable evidence that the notion of irreducible complexity does not completely (or even necessarily partly) exclude all evolutionary ideas," RBH invokes certain results in the field of genetic programming. Although I agree with RBH's basic assertion regarding the compatibility of IC and evolution, and even that computational simulations may support it *in certain computational contexts*, genetic programmers currently lack any coherent mapping from computational to naturalistic contexts. Thus, they are severely limited in the extent to which they can present any computational simulation as "evidence" of anything in the natural world (and I'm talking about a deeper level of correspondence than that discussed in recent criticisms of Lenski's work).

To realize the evidentiary value of such a simulation, one would need at least a minimal computational model of nature ... e.g. the CAMU (Cellular Automaton Model of the Universe), which attempts to map some part of nature into a metaphysical cellular automaton. If, on the other hand, one prefers a self-contained language-based computational model, as is suggested by any likening of organisms to assembly language programs, then one is driven toward SCSPL and thus toward the CTMU. The CTMU follows from the fact that any comprehensive description of nature must account for the generation of computational syntax along with mere syntactic content, and must thus portray nature as telic and protocomputational rather than merely computational in essence. Nature has the capacity to self-generate and regenerate, whereas computational automata and even computation theory do not. This militates against the notion that nature is fully analogous to standard computation theory.

In other words, the reason that the Cellular Automaton Model and other so-called "computational models of reality" fail as models of evolution is that they cannot account for the evolution of computation itself, the array or machine or circuit in which computation occurs, or even the relationship between the array and its contents. This leads naturally to the topic of manifolds. A cellular array is a discrete manifold in which neighboring cells are separated and connected by boundaries. In language theory, the concept of a cellular array corresponds to structural syntax, but the correspondence breaks down where the grammatical or generative part of syntax requires more of a setting than a mere discrete manifold can provide. Similar objections apply to any manifold in which discrete fitness landscapes are regarded as "points".

Thus, when RBH concludes that "a fair amount of the incredulity over what evolutionary processes can accomplish in unguided (by intelligence) selective contexts derives from a failure to appreciate the complexity (in the ordinary language sense) of the topographies of high-dimensioned natural fitness landscapes and the consequent availablity of multiple different pathways on those landscapes," it is important to remember that there is more to a model of nature than any mere fitness landscape or manifold thereof can provide (regardless of dimensionality). Obviously, the properties of such landscapes can ultimately explain nothing without an explanation for the existence of fitness landscapes themselves.

**Comment #3:**

Argon responds "Well, the properties of the landscapes can often explain the immediate activities of objects within them. So I wouldn't say they explain nothing. They just don't explain everything."

Good point, and I only have one point to make in return. What I wrote was "Obviously, the properties of such landscapes can *ultimately* explain nothing without an explanation for the existence of fitness landscapes themselves." I meant that an "ultimate explanation" differs from an "explanation" in that it must cite a model of causation and an ultimate cause therein, or to apply Argon's colorful phrasing, "the bottom turtle". In the present context, this comes down to the wherewithal of fitness landscapes themselves.

RBH adds "But until and unless I see some fairly specific mappings that describe the correspondences leading from a general theory of everything to the operation of a GA on my machines, I'm comfortable not worrying overmuch about the cosmic level of analysis." The cosmic level of causation is the ultimate level of causation. So while I agree that "to criticize a theory or research approach because it doesn't account for everything including the proverbial kitchen sink is not real helpful," this doesn't apply to theories that claim to offer ultimate explanations of (e.g.) life. While one could argue that Darwinism doesn't explicitly claim to offer an *ultimate*explanation of life, I get the distinct impression that many of its proponents think that no deeper explanation (e.g. ID) could possibly be required. It was for them that my criticism was intended.

While fitness landscapes fail to qualify as ultimate explanations, I readily concur that they can be useful at intermediate stages of explanation. I'd merely add that if they have explained more than the smaller turtles atop them, it is only because they have stood on the shoulders of giant turtles beneath.

**Comment #4:**

Argon agrees that "the proximate explanations provided by fitness landscapes and experimental work are useful. In fact, the IC->ID hypothesis of Behe is specifically formulated at this level. Likewise Dembski's filters & stuff. These approaches are predicated on the ability to know the historical pathways (fitness landscapes) available to a system. If that mapping is suspect then the support for the hypotheses could be indeterminable."

Quite so. However, the mapping is what it is. And what it is is the CTMU, which implies ID even without attention to specific fitness landscapes (in fact, the CTMU is the only picture in which specific computational fitness landscapes can be coherently mapped to nature). I merely meant to point out that the richness of higher-dimensional fitness landscapes cannot be taken as "evidence" in favor of anti-ID hypotheses. Because the CTMU implies a form of ID, anti-ID hypotheses are anti-CTMU hypotheses. So on a rational (logical, pre-empirical) level, any attempt to use fitness landscapes as evidence for such a hypothesis would undermine the theory-to-universe mapping on which it critically depends.

**Comment #5:**

Argon states that "Dembski and Behe have got some trouble with the CTMU because they are basing their hypotheses about ID on proximate causes." Even if this were so - and I don't agree that it is - it would be no big deal. After all, the proximate causes to which Argon refers reside directly on the route between the CTMU theory-universe mapping and nature. Argon continues: "That is, they will accept proximate explanations for the evolution of IC systems (if they exist) as evidence against ID." In that case - and I must question Argon's ability to speak authoritatively on what Professors Behe and Dembski would actually do if someone (impossibly) produced "empirical evidence" against ID - then perhaps we'd have a minor disagreement. However, we'd remain in substantial agreement regarding ID itself, as opposed to anybody's idea of what it takes to confirm or disconfirm it. Regarding Argon's assertion that "Dembski has specifically argued against theistic evolution and deistic evolution concepts as being 'no friend' of intelligent design," I suspect (assuming the accuracy of Argon's statement) that the reasons may have something to do with the extent to which these hypotheses require front-loading. The CTMU does not require that ID be exclusively front-loaded.

Argon goes on: "So what is being discussed by Behe et al. at these levels is not whether ID is necessary for the fundamental underpinnings of the universe. Instead, their argument is about the manner by which intelligence is manifested in local situations such as with the emergence of some types of biological features ... Basically, their IDea of ID is not exactly your IDea of ID. They are 'proximate IDists'." Again, I doubt that anyone is in a position to speak definitively for individual ID theorists but the theorists themselves. In any case, there is no reason to believe that empirical ID research programs need be incompatible with CTMU-level mathematical reasoning. Such programs require a supporting model of causality, and that's non-negotiable.

Argon asserts that "As it stands now the CTMU does not differentiate between potential, proximate mechanisms for the emergence of say, factor VIII in the mammalian clotting system." If Argon is insinuating that the CTMU is incapable of differentiating between front-loading and proximate loading (of design), this is flatly incorrect. On the other hand, when Argon asserts that "empirical and modeling methods potentially can [distinguish between these alternatives] with a reasonable degree of confidence," they certainly cannot do so without sound rational underpinnings. To my knowledge, Behe and Dembski have not ruled out further exploration of these underpinnings. In fact, I'm quite sure that they have not.

**Comment #6:**

Good post. A few comments may be in order. If a new functional system were introduced that could deterministically "bridge IC gaps", it could still be interpreted as an instance of front-loaded ID without precluding ad hoc ID. Causal explanations for IC phenomena can be formulated on different levels; the most important is the most basic and general, by which all other levels are explained. Argon seems to acknowledge both of these facts when he writes that "intelligence could be acting at a root level...by setting the original conditions of the universe". And precisely because CTMU reasoning begins on the root level, its conceptual apparatus is capable not only of distinguishing among proximate mechanisms, but of providing them with a fundamental model of causality. Without such a model, what does or does not constitute a "causal explanation" is moot.

**Comment #7:**

Argon comments that "although CTMU may be to provide a fundamental model of causality, the actual connections to specific biological phenomena may not be readily determinable or predictable from the root theory." Although I appreciate the use of "may", whereby Argon seems to acknowledge the speculative character of his statement, it pays to be careful when making statements of this kind...especially to the authors of theories to which they refer. The author of a theory or model can usually be expected to know somewhat more than a layman about the potential for specificity, if only due to his sheer familiarity with the material. In particular, while it may not be superficially apparent how a global model of causality might (computably) generate specific predictions, its ability to do cannot be ruled out on the basis of a general introduction. Because the CTMU is in a unique position with respect to the derivation of logical truths about the natural world, a little caution may be appropriate when it comes to setting limits on its implicative power.

**Comment #8:**

Certainly, one can understand RBH's desire for specificity. Specificity is what allows those occupied with concrete reality to deal directly with specific concrete objects. However, too much specificity is not always a good thing, particularly with regard to universal abstractions (or if one likes, abstract universals). For one thing, specificity is inversely related to generality and thus to scope. So if one is seeking a general mapping, e.g. the kind of cause-to-effect mapping that would be associated with a fundamental (and therefore general) model of causality, excessive specificity is something that one wants to avoid. Since (for reasons I've already given) providing context-specific theories of physical and biological evolution with a fundamental model of causality is an urgent necessity for those seeking answers for questions about physical and biological origins, we must reason on the most general possible level. But that's fine, because specifics are generatively deduced from generalities. And that's really the whole point: the only way to maximize our deductive capacity with respect to natural causation is to identify and work from the proper generalities within an appropriate deductive framework. Since this is the motivation behind the CTMU, attempting to marginalize the CTMU on grounds of insufficient initial specificity is like discounting the utility of horses because they are not initially preceded by carts...especially when CTMU generalities can themselves be rationally deduced.

Now let me attempt to clarify something else. I'm not in a position to say what constitutes an "appropriate stance" in the mind of anyone but myself. I don't know what anyone else understands or doesn't understand of the CTMU, or what constitutes "adequate phrasing" as far as anyone else is concerned, or even what differentiates terra firma from "thinner ground" in anyone else's worldview. But as far as I'm concerned, I've explained enough of the CTMU, and enough of the overall relationship of the CTMU to natural phenomena (including biological phenomena), to reject any suggestion that I'm unilaterally responsible for anyone else's total ignorance regarding them. I don't claim to be a perfect expositor; I have only my personal conviction that the lightbulb should by now have started to come on on for anyone paying a reasonable amount of attention to what I say. But there are two things of which I'm quite certain: (1) the CTMU is not merely a "promissory note", and (2) somewhat like RBH, I don't have the time to worry overmuch about people who persistently fall short of my pedagogical expectations. Suffice it to say that I'm in the process of elaborating on the general framework I've already established, and answering certain questions arising from the answers I've already given.

That being said, I'll reiterate: without a fundamental model of causality, Darwinism has precisely nothing to offer that couldn't be had for the price of a statistics calculator (and a mix of data and conjectures that do not depend in any way on Darwinism). Some would no doubt respond that the same is true of ID, and it's no secret where they'd be coming from. But then again, at least there's someone on the ID side of the fence coherently addressing the issue. If someone would like to offer another model of causality than my own, then by all means, feel free. But bear in mind that if and when you do, it will be my turn to play Skeptical Inquisitor in The Case of the Counterfeit Promissory Notes. And bear in mind that if you *can't,* then you're not in as strong a position as you might like others to believe.

# CTMU and the Axiom of Choice

**Comment #1:**

Hello, Russell.

You say that as a fan of the CTMU, you try to invent counterarguments. That’s fine. But as I’m sure you realize, it can be hard to formulate a coherent counterargument to an argument of which you have not yet formed an adequate understanding. For example, you write that “there is incredible conceptual difficulty with the UBT (Unbound Telesis) concept.” If this is true, then it is true only in the minds of people whose conceptual limitations prevent them from understanding it.

Consider: in cybernetics and information theory, we speak of constraint as opposed to freedom. We quantify the constraints in “bits”, and the freedom in “degrees”. Immediately, this arithmetical quantification leads to the logical possibility of 0 constraint, i.e. 0 information, and infinite (unbounded) freedom. It’s part of the price of forming a coherent mathematical model.

Constraint is not the only existential necessity routinely taken to zero. Consider energy. Because physical existence entails energy, there is no such thing as a zero-energy state in physical reality. Yet physicists sometimes talk about zero energy as though it has meaning, e.g. when some of them maintain that positive energy and negative energy sum to 0. If one maintains that this only works in an unreal idealization of physical reality (rather than in physical reality itself), then one is asserting in effect that these physicists are working from an unreal model, are not modeling reality, and are not doing physics. Although I could be mistaken, I have a hunch that this isn’t really what you mean to imply.

Now to clear up a couple of other loose ends in your posts. You write that “zero extension and zero duration \*IS\* constraint, big time constraint.” Well, yes and no. When (and if) I’ve used the phrase “zero extension and duration”, it has been in simplified reference to *undefined* extension and duration. The reference is as plain as the nose on your face; since “undefined” means “unmeasurable”, and since any meaningful definition of extension and duration implies at least some degree of measurability, nondefinition precludes extension and duration with respect to the undefined domain. (I’ve explained this to you before, and I just did so again. Please try to remember that I'm usually too busy to enjoy repeating myself.)

You also make reference to the axiom of choice, a postulate of standard set theory. As I’ve explained on multiple occasions, the CTMU utilizes another approach to set theory, and in this new (SCSPL) approach, the axiom of choice doesn’t necessarily mean what it used to mean (neither, for that matter, do terms like “set” and “inclusion”). Thus, when you wax philosophical about the Banach-Tarski paradox, your speculations have only limited relevance to the CTMU (and likewise for the relationship between the CTMU and the Lowenheim-Skolem theorem).

By the way, there’s another moral to this story: mathematics **is** philosophy. Anyone who has ever cracked a book about modern analytic-linguistic philosophy knows that it consists largely of mathematics of the most unforgiving sort...the kind of math that one can’t really get a handle on simply by browsing the Internet. Please try to keep this in mind the next time you want to belabor the supposed distinction between mathematical and philosophical proof.

Thanks for your consideration.

**Comment #2:**

OK. I'm going to try very hard to display the proper spirit of intellectual charity here, and explain exactly how something that is undefined might as well be zero.

First, Parallel (with the apparent support of Pim) says that "Because zero is a defined quantity it should not be obvious to Mr. Rierson or anyone that zero extension and duration is a simplified reference to undefined extension and duration."

I find it hard to understand how Parallel can speak definitively about what anyone in particular, other than himself, finds obvious. As it happens, Mr. Rierson and I have already had extensive discussions on this particular point, and I think I'm within my rights to ask that I not be forced to repeat myself in other forums. In any case, the scarcity of my time forces me to insist on it.

Parallel goes on to say that "my argument based on unmeasurability is also erroneous." But it isn't, at least not in the context at hand (the CTMU). In scientific parlance, to say that the spatial or temporal distance between objects or events is unmeasurable due to lack of syntactic support amounts to saying that it "might as well" be zero. That is, the objects or events are either identical or coincident for all practical purposes. If one denies this, then one is obliged to demonstrate that they are in fact separated. Obviously, this would be hard to do without some kind of measurement or formal demonstration of necessity.

To attribute extension and duration to some part of nature, even approximately or in some infinitesimal or infinitary sense, one needs to be able to observe it or consistently define it within some formal system to which nature demonstrably conforms. But as any quantum theorist understands, observation *is* measurement. So to attribute extension or duration to some part of nature, one must have some kind of measurement, at least in principle, and if one does not, then one has no business ascribing nonzero values to spatial and temporal distinctions associated with extension and duration.

Unfortunately, where something is undefined due to its lack of expressive syntax, it is totally unmeasurable even in principle. Therefore, there are no extensional or durational distinctions to be made, and this means that for practical and theoretical purposes, extension and duration are zero. (As Russell and some others are aware, I generally use terms like "virtual zero extension" and "zero infocognitive radius" instead of just plain "zero" to make this point; it's a subtle distinction, but it's been there all along.)

As for Parallel's example - "n/0 is undefined and immeasurable, yet it does not therefore follow that it is zero" - it doesn't really fit the context at hand. However, it is relevant to the extent that a quotient of the form "n/0"*might as well be* zero for all practical purposes. That is, quotients of the form "n/0" have no real, identifiable formal or physical existence in empirical science or (standard) arithmetic. This, however, does not preclude a systemic extension in which such quotients are allowed.

There's an interesting aside here: intuitively, (nonzero n)/0 "diverges to infinity". To some extent, this mirrors the relationship between constraint and freedom, whereby taking constraint to 0 takes freedom to infinity.

As far as concerns 0 being a defined quantity, of course it's defined...*in the syntax of arithmetic*. Without an underlying conceptual syntax, it would be undefined...and the absence of syntax is what UBT is all about.

**Comment #3:**

First, Pim, it's rude to repeatedly misspell the names of those you address. Please stop it.

Second, your post says very clearly that you support the content of Parallel's post. So I guess the answer to your question might be, "I can tell what you support because I'm somebody who can read."

Third, please refrain from giving me personal advice. I don't think it's your place to do so, and in any case, I have no use for it. Thanks for your consideration.

Fourth, I don't particularly agree with your suggestion that we "move the discussion forward" on terms unfavorable to the author of the theory which forms the subject matter of this thread. In fact, I find it more than a little disingenuous.

# 

# Evolutionary Intelligence

**Comment #1:**

There is much theoretical controversy regarding the nature of intelligence, largely because prevailing scientific models – having been designed to preclude subjective contamination in the gathering and evaluation of objective data - support the existence of neither intelligence nor any other subjective attribute. Thus, it has often been asked whether intelligence (as in "Intelligent Design") is really a measurable, empirically verifiable quantity.

The science of psychology, as practiced in laboratories, hospitals, clinics and educational institutions around the world, answers in the affirmative, and offers a very great deal of supporting data in the form of IQ test scores. IQ tests consist of problems to be solved, usually within time constraints. Correct solutions possess utility in the form of higher test scores and all utile correlates thereof. Despite questions regarding the validity of IQ testing in this era of political correctness, these measures and the data they provide exhibit a very high degree of statistical integrity.

Survival is a problem for every organism and species, and biological fitness is directly analogous to utility. That is, survival has positive utility for that which survives (while optimality is unnecessary for survival and may in any case be undecidable, survival itself is objective and observable). To this extent, "survival of the fittest" (and all of its more refined variants) refers to the solution of a problem, namely to solving for fitness as a condition of survival, and evolution is thus analogous to a problem-solving procedure.

This analogy is better than one might think. When it comes to evaluating aggregate data, the lab-coated, by-the-book scientists trained in clinical and experimental psychology typically do not concern themselves with the subjective nature of what their instruments measure; when dealing with populations, they take what a logician or systems theorist would call a "black box" approach to intelligence, concerning themselves solely with the numbers thereby generated. In effect, *intelligence* is operationally defined as that property of test subjects which best correlates with IQ test performance.

Although psychologists are encouraged to take account of subjective factors, they are limited by the physicalist models dominant throughout the sciences, and ultimately lack the means to make a clear subjective-objective distinction. In this respect, they resemble evolutionary biologists, from whom they differ only in their tacit acknowledgment of the subjective dimension of human reasoning and emotions (which each of them can in any case "observe internally"). As far as concerns their (highly replicable) data, there is no such distinction.

If we take a black-box approach to evolution, this experimental paradigm can be applied to evolutionary biology up to isomorphism. That is, the environment presents biological entities with problems in the form of stressors, and nature responds by modifying the entities [in] ways that solve these problems:

Survival problem --> time-constrained solution process --> fitness solution --> observation and statistical evaluation

So the question is, why can we not say that nature possesses something analogous to an "IQ", and given its admirable success rate in solving for occupation and survival in various ecological niches, that it is "objectively intelligent" in the same way that a high-scoring test subject is objectively intelligent?

Let’s take a brief look at the kinds of objection that a critic would be forced to make in order to discount this experimental paradigm, which is really just the statistical paradigm at work in a certain objectivized scientific context.

For example, a critic might say: "But we can see human beings filling out the tests, and we know them to be intelligent!" However, the intelligence of test subjects is precisely what is to be determined by testing them; as far as the statistics are concerned, they might as well be AI machines.

A critic might also say: "A logical extension of this viewpoint leads directly to the realm of the inanimate, and would thus lead to the absurd conclusion that inert physical structures and processes display intelligence!" But again, from a scientific perspective, whether or not nature is "intelligent" is the point to be determined. In any case, no reference to any subjective-objective distinction is possible without a detailed model of the distinction.

ID critics like to point out that ID lacks a model for intelligence. But so does the scientific mainstream, and yet this does not stop scientists from observing and measuring what they call "intelligence" by taking a black-box approach to it. Less formally, ask any scientist whether he or she possesses some degree of intelligence, and one will almost certainly receive a "yes" for one’s trouble; ask that same scientist whether he or she possesses or even knows of a detailed model of intelligence, and one will get a different answer entirely.

Is this a scientific argument to the effect that nature is intelligent? Or should we simply put an end to terms like *intelligence* and fields like clinical psychology?

**Comment #2:**

An effective procedure is one which admits of mechanical implementation with respect to an abstract machine model, e.g. a Turing machine. Complexity and utility are irrelevant; the issue is whether there exists a series of discrete steps, defined on the model in question, leading from some input to some output. In particular, the utility of the programmer is strictly a side issue. Solving problems on an IQ test goes beyond the realm of the merely effective because there is a value attached to test performance, and so for surviving in the wild. Indeed, a real “problem” always relates in some way to the utility of that by which it is recognized as a problem. If it is in no way a matter of utility – if nothing benefits in any way from its solution - then when you come right down to it, it’s really no problem at all.

On the other hand, any problem that deserves to be called a “problem” is related to its solution by a more or less complex transformation of its initial (unsolved) state into its final (solved) state, and this transformation is associated with a net gain of utility. This means that the result of the transformation, i.e. the solution of the problem, qualifies as a "goal" for the entity with respect to which this utility is defined, and utility specifies and drives the transformation. Survival fits this description because it possesses utility for those entities which achieve it, and achieving it often requires the complex and tightly-constrained adaptive transformation of an initial state consisting of a stressful environment-organism relationship.

The number and distribution of possible transformations of such a relationship, i.e. the contingency, determines the discriminativity of the problem, i.e. the extent to which it can be used to measure problem-solving ability or “intelligence”. So where utility corresponds to specification and complexity is defined as usual, the psychology of cognitive testing involves a sort of “specified complexity”, and because it is in certain ways analogous to biological evolution, we have a logical case for admitting the concept of intelligence, and to some extent the methodology of intelligence testing, to evolutionary biology.

Integrity means "soundness", which naturally implies validity and reliability. So "statistical integrity" refers to the soundness of statistical methodology, including experimental design, data gathering and analysis, and statistical inference as applied in clinical and experimental psychology. Thus, when statistically significant relationships are detected by means of intelligence testing, they usually stand up to scrutiny with respect to methodology and prediction.

As for IQ being a relative measure, this applies to comparisons rather than to tests and test items. Whether or not a problem has been solved to a given level of accuracy within operative time constraints is an absolute (yes or no) determination, and likewise for one’s raw score on a test. One could simply answer questions at random over many trials and take the average result as a baseline score, working from the space of all possible attempted solutions within the given constraints. The result would be a determination of absolute rather than relative problem-solving ability (at least with respect to the test in question).

The point, of course, is that although one can split hairs about where to set the points of reference and define the bounds of relevance, it would be difficult if not impossible to make a scientific case that the psychometric paradigm and its associated concepts have no place in evolutionary biology. In principle, intelligence and mental causation have as much bearing here as they have in psychology; the kind of biological data required, how to gather it, and how much of it to gather are secondary questions. Regardless of any difficulties attending the answers to these questions, there are no scientific grounds for excluding intelligence as a causal factor in evolution given the potential for an operational definition analogous to that employed in psychology.

# Karl D. Stephen: Tegmark’s Parallel Universes: A Challenge to Intelligent Design?

**Comment #1:**

Max's arguments represent no threat whatsoever to ID theory, and I think Max would readily admit it. The reason is simple: ID theory is about biological origins, any scientific explanation of which requires an underlying model of causality conspicuously absent from Max's work. Although the MW (Many Worlds) interpretation of quantum mechanics purports to "explain" micro-causality by exhaustive (and therefore deterministic) decoherence of the wave function, it ultimately does nothing of the kind.

Because the wave functions of material particles are embedded in that of the universe as a whole, one cannot explain quantum causality in physics without explaining the cosmogonic limit of causality, the ultimate origins problem which centers on the origin of the universe itself. But MW offers no advantages in this regard, for it explains the origin of the multiverse no better than standard cosmology explains that of the physical universe (i.e., not at all). At best, it merely pushes the cosmogony problem back a step and leaves it hanging just like before.

The thing that I find interesting is this. This is Max's second article in Scientific American; his first, about quantum mechanics, was coauthored with a man recognized by many as the world's foremost living physicist, John Wheeler. Wheeler was once the mentor of Hugh Everett, the inventor of MW, and was largely responsible for the somewhat bizarre progress that MW has made in the scientific community. (He was also Richard Feynman's mentor, and was likewise responsible for much of the progress made by the more respectable path integral formalism.) However, Wheeler himself is no longer a supporter of MW. He eventually repudiated MW due to its "excess metaphysical baggage", and has made it very clear in a number of papers that he prefers an approach to cosmogony and cosmology in which the universe is regarded as self-contained. He has even been wont to mention the forbidden G-word ("God"), distantly implying that a self-contained explanation would possess a theological dimension, and therefore a teleological dimension, and therefore an ID-friendly dimension.

Max, however, is evidently blazing his own trail, and it doesn't look like God has a whole lot to do with it. For Max, the upside is that the academic community and its friends in Big Publishing, including SciAm, will approve of his seeming respect for its atheistic sensibilities. The downside is that God won't be around to help Max explain the multiverse. Which just goes to show you, you can't have your cake and eat it too, and you can't explain even a single universe by positing the existence of many.

**Comment #2:**

According to the standard model, the limit of nature is a cosmic singularity, and the limit of causality is whatever generated and sustains this singularity (standard cosmology merely purports to explain how this singularity, once its existence and underlying ontology were already given, blew up into the universe we see, beginning at 10^-43 seconds after the initial big bang). Many Worlds theory purports to account for these things by placing the universe - that is, the thing to be explained - inside a multiverse, and then fails to explain the multiverse. Yet, in order to explain a process that runs as part of an underlying process, the way local physical evolution (causality) runs as a part of global cosmic evolution, one must explain the underlying process right back to the beginning.

Regarding your usage of terms like "associative ad hominem" and "straw man", I'm sorry if you take personal offense. If so, I excuse you from asking me any further questions. People are entitled to their opinions regarding social and commercial institutions; those who insist on identifying personally with the institutions in question have only themselves to blame if generalized critiques offend them.

**Comment #3:**

“At the end of the day, all science is about is describing and predicting the observations we make. Words like "cause", "mechanism" and "explanation", when used in science, just refer to descriptions of (some part of) the universe in terms of stuff that we consider familiar. From a scientific point of view, all that matters is whether an infinite space-time/multiverse/MWI enables us to better describe and predict observations.”

"What science is about" is in the present context a matter of controversy, but it goes a little farther than merely describing and predicting observations. Or rather, there is more to describing and predicting observations than meets the casual eye. Technically, we might state this as follows: perceptual reality is not perceptually connected. Instead, it is connected to itself by virtue of its placement in the richer network of cognitive reality, in which reside such concepts as causality, mechanism and explanation.

In theoretically (cognitively) connecting perceptual reality in an explanatory causal network, one can't always progress by short obvious steps; sometimes one must plunge into an ocean of non-testability in order to come up with a superior testable description on the far shore (think of this kind of insight as analogous to irreducible complexity, but often followed by a simplificative "refolding stage"). In other words, it is not always easy to distinguish (empirically fruitful) science from nonscience as science progresses; one must rely on logic and mathematics in the "blind spots" between islands of perceptibility.

Logic is clarificative. Consider the words "description" and "prediction". They denote a model-theoretic isomorphism between a linguistic construct (the description or prediction) and its "objective" content (a set of observations to be described or predicted, where observation is understood to have an unavoidable subjective component). Ideally, this description displays maximum compression; it describes present and future data as compactly as possible while sacrificing nothing in depth or scope.

But the real point is that science consists not just of the description or theory, but the theory-observation correspondence...in logical terms, the model. Strictly speaking, one can't even take the existence of an objective, perceptually independent universe for granted, although we often do so on faith; our perceptions are all that we can directly know of that which we perceive. Further insight regarding the content of our perceptions requires some blend of inference, reportage and faith, and thus comes at second hand relative to the observations themselves.

The central object of science is thus a correspondence (similarity mapping, isomorphism) between cognitive-linguistic structures and the observations to which they refer, and by extension to the putatively material contents of these observations. Because this mapping must simultaneously accommodate both of the entities it relates, science is at once cognitive and perceptual in essence. So as far as science is concerned, the medium of reality is a blend of cognition and perception, or by extension, of mind and matter, the abstract and the concrete, the mental and the material. It flows smoothly between them rather than switching suddenly from one to the other across a gap; any such discontinuity would interdict the mapping at all levels, rendering science impossible even in principle.

In an ensemble theory, the universe studied by science is explained as one member of an ensemble of universes existing in a higher space. There is a sense in which the original MW theory is not an ensemble theory: all histories are assumed to exist within one and the same spacetime manifold. That is, Hugh Everett stopped short of postulating the kind of weird and wacky hyperspace now being held forth by MW-happy ensemble theorists. Why? There are technical reasons, but perhaps the main reason is that Everett, like his mentor John Wheeler, felt that explanations applying to the real world should reside within the real world itself. That way, they could be considered *real*, and therefore valid.

Metaphysical ensemble theories like Max's apply a certain transformation that cannot be scientifically justified: they transform an explanatory or descriptive regress into a topological regress. Syntactic explanatory structures are converted into actual spaces of (potentially) infinite extent and giving way to an infinite diverging sequence of ever-higher spaces. Unfortunately, these spaces are not measurable or even metrizable within perceptual reality, and are therefore not scientific in the empirical sense. As cognitive-linguistic extrapolations from perceptual reality, they are recognizable as "scientific" only where reality is acknowledged as cognitive and linguistic, and where science is allowed to use purely rational methods (i.e. logic and mathematics) to study them. But what does this kind of science look like? How should cognitive-linguistic explanatory extrapolations be handled?

As it turns out, the model designed to handle such extrapolations accommodates ensemble theories without the unscientific transformation in question. In this model, they become syntactic potentials existing internally rather than externally to reality. The model in question, the CTMU (Cognitive-Theoretic Model of the Universe), models reality as an SCSPL (Self-Configuring Self-Processing Language). According to the structure of this model, any useful description or prediction that can be extracted from an ensemble theory can be developed within reality itself. As I've already pointed out, this is more consistent with the intentions of Wheeler and even of Everett than ordinary ensemble theory. And better still, it is tautological in a particular (model-theoretic) sense designed to embrace the empirical sciences.

The model in question was described in PCID a few months ago. Whereas Max puts a particular counterteleological spin on MW - his basic idea is that the universe is what it is because it is a kind of "ensemble average" of mathematically consistent possibilities, which is to some extent what it is in the CTMU as well - the CTMU recognizes this averaging process as teleological in nature and makes it responsive to the Telic Principle, a self-contained generalization of the Anthropic Principle(s). The CTMU has been around as long or longer than Tegmarkian ensemble theory, and while it addresses virtually all of the same problems, it is 100% ID-consistent. For what it's worth, one can derive from it an enhanced version of quantum mechanics (more than Standish has apparently derived from a partial but related set of assumptions).

Regarding Pim's comments, Max only gives possible means to falsify his theory relative to a given set of assumptions which need not hold. The same is true of Ian Stewart's comment regarding what is or is not open to design. The CTMU, within which ensemble theory can (and must) be packed, is expressly “fractal” to the extent that self-similarity is a basic design feature. It follows that infinite divergence is not necessary for self-similarity. And since God can map to MW only as a unity (by a one-to-many mapping associated with the multiverse), Max presents no real obstacle to "identifying reliable Intelligent Design".

Jacob writes that he would be “interested in finding out from CML why he believes something sustains the cosmic singularity and what he thinks would be the consequence of that lack of sustenance to the cosmic singularity”. That which exists needs a medium of existence, and if it is singular, then it cannot provide itself with a medium (since doing so requires a distinction between medium and content which is precluded by singularity). Therefore, if the cosmic origin were not sustained by an existential medium, the universe would not exist...unless, that is, it somehow manages to sustain its *own* existence. But this leads directly to the CTMU (and not to ensemble theory).

As for why I’m "concerned about origins"...well, evolution is about origins. The Origin of Species. The origin of the cosmos, of matter, and of the laws of physics. The origins of events, AKA “causality”. Biological evolution is sustained by the underlying process of physical evolution, which is sustained in turn by cosmic evolution. So I think that we all need to be concerned about origins, and this includes the origin of any “multiverse” posited to explain why this universe exists as we find it.

Don't get me wrong - I like some of Max's insights. But it can be shown in minute logical detail why Max's infinitely-regressing model fails to qualify as a metaphysical framework. Although there are certain seldom-recognized logical demands on the title “metaphysical framework”, Max is not even attempting to meet them. On the other hand, ensemble theory implicitly claims to be more than merely physical, and it exhibits serious deficiencies with respect to this claim.

**Comment #4:**

“The level II parallel universe is not really a separate universe because it interacts with ours” means that in order to explain cosmic inflation, some cosmologists posit the existence of an underlying scalar energy field associated with an all-inclusive background space in which “bubble universes” like ours are supposed to inflate. The dependency of cosmic inflation on this background field contradicts any supposition of two-way independence.

In the present context, reality can be considered synonymous with “nature”, including abstract but non-imaginary features of nature, while perceptual reality is that part of reality directly accessible to perception. (Anyone who finds my usages of these terms ambiguous was already in trouble, because other authors seldom define them at all.) Perceptual reality is connected to itself by (e.g.) geometry and causality, which – as Hume, Kant et al have already pointed out – are not tangible physical quantities. Neither, for that matter, are space and time.

Science always entails theory-observation correspondence up to cognitive-perceptual consistency. Beyond this point, science need not entail such a correspondence at every step, since the logicomathematical criteria for truth are more general and fundamental than empirical criteria and in this sense have priority. We know this because empirical truths must be logicomathematically consistent at every step, whereas logicomathematical truths need not be empirically instantiated at every step. Science must sometimes follow inobvious logicomathematical routes to get from one level of “empirical explanation” to another.

You say that it is "very valid to posit parallel universes" even when they can’t be detected in the real universe that we actually observe. If so, then their validity is not empirical but logicomathematical in the above sense, and only if they turn out to be consistent according to the laws of logic and mathematics. This is a matter of supposition regarding the individual elements of Tegmarkian ensemble theory, the simplistic overall structure of which expressly lacks mathematical closure and cannot be regarded as consistent in a comprehensive sense. A higher level of reasoning indicates that there is more going on in the multiverse, logically and mathematically speaking, than ensemble theories can accommodate, particularly as regards the existence and dynamics of self-aware structures.

By the way, if there exists a singularity in which no laws of science hold, then it isn’t properly a subject for scientific investigation; it’s merely a terminal extrapolation of science. And regarding the "newness" of Max's claims, a number of cosmologists have gone beyond the standard cosmic singularity concept, including Stephen Hawking (and for that matter, me). So if such a claim is new, Max is a newcomer among the innovators. As I’ve said, the entirety of ensemble theory exists implicitly in the CTMU (along with a considerable amount of high-level structure that ensemble theory lacks). Since the CTMU is ID-consistent, ensemble theory is not a threat to ID.

**Comment #5:**

“While the CTMU may be rumored to contain Tegmark's ideas and as I understand many other yet to be formulated ideas, I think that the real power of Tegmark's ideas lie in the fact that he has made the ideas accessible to laymen and scientists alike, that he has provided with supporting evidence as well as ways to in principle at least falsify his ideas. Which may explain why his ideas can be found in so many popular and scientific journals.”

Actually, Pim, many CTMU ideas have been pretty exactly formulated. I’m not saying my presentation has been flawless – I’m even now in the process of improving it – but it’s considerably better than you seem to allow. The problem, I think, has to do less with formulation than with conceptual difficulty. As I’ve already observed, Tegmarkian ensemble theory is extremely simplistic; one has a potentially infinite topological regress of spaces containing all possible (mathematically consistent) subspaces. Rather than simply say “big deal” and point out that this deceptive simplicity, along with Max’s stint at the Institute for Advanced Study and his well-known connection with J.A. Wheeler, may have even more to do with the popularity of his material than its alleged scientific validity, I’ll leave it at that. After all, Max may not yet have had the opportunity to defend his ideas against the implications of my own.

You say that "the question of Tegmark's ideas being a threat or challenge to ID seems ill-posed since I would argue that no scientific idea can in principle be a challenge to ID but it can be a challenge to hypotheses of ID or methods to infer ID as proposed by Dembski", and go on to opine that if the CMTU implicitly contains Tegmark's ideas, "then it is as much a 'threat' to ID as Tegmark's ideas." In my view, this is very much mistaken. Superficially, Max’s work seems to justify the attribution of any hypothetical instance of SCI to a deterministic averaging process over an exhaustive ensemble, and at the logical level, the SCI concept is a pretty straightforward consequence of ID. Trying to divorce the basic specified complexity concept from ID ultimately has the effect of making ID scientifically irrelevant. However, if you allow for the possibility that ID is scientifically valid as you may or may not understand it, then one would need a whole new approach to the truth concept to support the notion of a true but irrelevant hypothesis regarding origins.

You’ve made it clear that you like the frontier-town atmosphere created by the idea of parallel universes running amok in hyperspace. OK, I can respect that. But when carried to its ultimate conclusion, this concept leads unavoidably to the CTMU. Why? Because the multiverse is a logical unity, and its scientific investigation requires a model-theoretic approach centered on a distributed logical syntax. There really isn’t any escape; any rejection of this premise immediately robs the scientific enterprise of all validity with respect to the multiverse hypothesis, and does so in such a way that no mere prediction can redeem it (predictions require logically consistent supporting models). I’m doing what I can to try to put CTMU ideas out there in what I consider to be a simple and direct way - Max Tegmark gets immeasurably more support regarding his ideas than I do regarding mine - and would merely submit that those who find them opaque or trivial more carefully consider whether or not they themselves may play some small part in any supposed failure to communicate.

Saying that “a theory which seems to 'implicitly' include all this and more but explicitly seems to fail to propose such scientific hypotheses may in the end be of little interest to science” is a bit shaky, since one can say precisely the same of the logic and mathematics on which science critically depends. Moreover, as I’ve already pointed out, my idea of science is a little less restrictive than the conventional view, which seems to be based on a rather tightly constrained version of model theory in which one side of what should be a symmetric correspondence – i.e., the observable, material side as opposed to the logical and conceptual side - is (in violation of logic) given vastly more weight than the other. And by the way, nobody said that Tegmark proposes a singularity in which no laws of science hold (although he doesn't seem to argue against it). That remark was addressed to the statements of the person to whom I was responding.

Here's a little hint as to what's going on here. It's from page 44 of the CTMU paper published in PCID:

“SCSPL incorporates the concepts of syntactic stratification and syntactic distribution. For example, because the laws of mathematics everywhere apply with respect to the laws of physics, the former distribute over the latter in the syntactic sense. Thus, where the laws of mathematics and physics are denoted by S1=LMS and S2 respectively, S1 distributes over S2, i.e. forms a syntactic covering for S2. Essentially, this means that the laws of mathematics are everywhere a required syntactic component of the language of physics.”

Tegmark's "level 4 multiverse" is just S1, the logicomathematical component of human cognitive-perceptual syntax. S2 merely consists of our own laws of physics, including the anthropic "fine-tuning" of universal constants. Max's thesis thus comes down to the idea that various S2 analogues can be formulated in S1, an idea already implicit in the fact that S1 distributes over S2 as a more general component of TOE (SCSPL) syntax, and his terminology simply replaces S1 with "the (level 4) multiverse".

I need merely point out that whereas this is where Max's model terminates, the CTMU goes on to develop the idea in such a way as to deal with the problem of origins. That is, where Max's model ends, the CTMU proceeds to the comprehensive level of teleology and the logical foundations of ID.

Anyway, to direct the focus back toward the topic at hand, I’ll say it again – I agree that some of Max’s ideas are intriguing. But they do indeed fit into the CTMU framework in an obvious way, and the CTMU is ID-consistent. So, then, is the ultimate logical extension of Max’s ideas.

**Comment #6:**

“Does this mean that you disagree with the reviewer of Tegmark's work that suggests that Tegmark's multiple universes poses a challenge to ID?”

The suggestion that I must agree with Max simply because Max’s cosmological scenario can be interpreted within the CTMU seems a little hasty. In particular, I’d have to differ strongly with any assertion that Tegmarkian multiverse theory is complete as it stands.

Superficially, Tegmark’s work can be seen as posing a challenge to ID. I’ve even pointed out why; Max is trying to understand the universe as a product of deterministic exhaustion and summation rather than design. Faced with troublesome "anthropic" coincidences, Max wants to use a selection principle to extrapolate and concretely reify probabilistic resources in such measure as to explain the status quo merely by applying the laws of probability to first-order Markovian combinations of physical state and laws of physics. He justifies the multiverse not by observing it, but by recognizing it as a necessity of forming a certain preferred kind of explanation for the universe...an explanation consisting solely of probability theory and distributed laws of physics. The possibility of design is simply ignored (but not explicitly denied).

In other words, Max wants to put the explanandum before the explanans and retrodictively construct an explanation conforming to certain logically unnecessary and scientifically unjustified constraints. He then wants to turn the tables yet again and "retrodictively predict" the explanandum from this explanation. It’s a circular exercise from start to finish. But whereas the CTMU recognizes this kind of circularity as a basic feature of the scientific process and explores the implied mathematical structure (supertautological SCSPL), thus potentially avoiding the concrete reification of inobservable quantities, Max doesn’t bother with this stage of theorization. He has wisely left that stage of reasoning to a metaphysical logician like me (where analytical *metaphysics* properly includes *physics*).

You mention Bill Dembski’s 3-way distinction between determinacy, nondeterminacy (chance) and design. In the CTMU, this distinction comes down to the 3-way distinction between determinacy, nondeterminacy and *self-determinacy*, the last being associated with telic recursion and the others being secondarily defined with respect to it. Telic recursion is just another term for "metacausation"; instead of simply outputting the next state of a system, it outputs higher-order relationships between state and law (or state and syntax).

Regarding the distinction between origins and evolution, not too many people are clear on it. This distinction is based on the standard view of causality, in which there seems to be a clean distinction between the origin and application of causal principles, specifically first-order Markovian laws of nature. In the CTMU, origins distribute over causes in a new kind of structure called a conspansive manifold, and are therefore not cleanly distinguishable from causality. Both are products of a higher-order process, telic recursion. To put it in simpler terms, evolution consists of events which originate in causes which originate in (teleological) metacauses. So in the CTMU, to talk about evolution is to talk about metacausal origins by ontogenic transitivity.

As for the question of whether or not I agree with Karl (Stephan) regarding the opposition of multiverse theory to ID theory, the answer would be yes and no. As I’ve already said, Tegmark’s work can be seen as posing a challenge to ID in its reliance on pure mathematical determinism and concomitant exclusion of teleology. However, Karl seems not to have read my paper, which provides a framework for disposing of this challenge. In fact, this challenge has already been met on a very advanced level right here in PCID.

**Comment #7:**

“Allegedly supporting that bold claim Mr. Langan cites a PCID paper of his published last year. However, Dr. Tegmark's work has been published years prior to Langan's paper. So I question Langan's assertion that Tegmark is the newcomer here. Additionally, I fail to see how the passage Langan quotes contains resemblance to Tegmark's work.”

...except that the first paper on the CTMU was published in 1989, in the journal of an exclusive group to which I belonged. Entitled "The Resolution of Newcomb's Paradox", it utilized a (then brand new) computational model of the universe based on nested virtual realities. The model was called NeST, short for Nested Simulation Tableau. Subsequently, other papers on the CTMU were published in that journal and elsewhere, some developing its cosmological implications. This can all be documented.

If what you mean is that priority automatically belongs to the first person who gets a given idea into Scientific American (or some other big-name periodical), I'd have to take exception to that, particularly since I had a brief correspondence with a SciAm editor named George Musser several years ago. I briefly described the theory and asked him whether he’d be interested in publishing an account of it. He wasn’t. But I can document the correspondence, so when it comes right down to it, his taste in cosmology articles and authors wouldn’t count for much in a priority dispute.

As far as concerns your inability to see how Tegmark’s work fits into the CTMU despite the fact that I just explained how it fits into the CTMU, I don’t think I need bear any responsibility for that. The paper is out there, and Max’s "level 4 multiverse" fits into it just as described. Of course, unlike multiverse theory, the CTMU manages to avoid any blanket physical reification of abstract structures. In fact, the mathematical structure of the CTMU goes so far beyond that attributed to the multiverse that there’s no need to pretend that conventional multiverse theory, if we can even call it that with a straight face, is in the same league.

By the way, I find your tone unnecessarily confrontational. Nobody is accusing Max of knowing anything about the CTMU before producing his work, and no one is accusing Max of plagiarism. I’ve even said that I like some of Max’s insights. What bothers me a little is the readiness with which some authors, perhaps including Max, assume that they’re completely in the know about what’s been going on in their fields of interest. Some people don’t run (or write) in the same circles, and often, this is because the circles in question are closed to them.

Last but not least, the issue here isn’t whether Max is entitled to credit for his work – of course he is! – but whether it represents a threat to ID. To explain why it doesn’t, I was forced to mention the CTMU, which just plain flat-out predates Max’s work (unless Max was writing on this subject back in the eighties). If anyone doesn’t like this, I can only sympathize.

**Comment #8:**

The CTMU "includes" multiverse theory in the sense that multiverse theory can and must be interpreted in the CTMU.

Remember, although it is tempting to think that Max is basically conducting physics and cosmology as usual (where "as usual" connotes materialism and determinism), he is actually working from more or less controversial premises explicitly including the following: (1) mathematical structures are formal systems; (2) at least one mathematical structure (formal system) is isomorphic to the physical universe; (3) mathematical and physical existence are basically the same.

Equating physical reality to a formal system leads inevitably to the conclusion that physical reality has formal, i.e. linguistic, structure. It is fundamentally linguistic in nature, and in consequence, physics and cosmology are directly answerable to formal (logical and language-theoretic) criteria. Concisely, reality is a kind of language.

SCSPL is simply the kind of language in question...the reality-structure implied by the hypothesis to which Max subscribes. Therefore, to whatever extent multiverse theory is valid, it belongs in the CTMU (I've already described exactly where). In fact, the CTMU constitutes a general answer to the very question that Max aims to solve: what is the mathematical structure to which the universe is isomorphic?

Since the full explanation is somewhat more technical than would be appropriate here, I'm working it into a paper-in-progress.

**Comment #9:**

Parallel asks "if the CTMU contains Tegmarkian theory as Mr. Langan claims, then how could Tegmarkian theory contain what the CTMU lacks, such as the ability to be falsified?"

This question rests on the assumption that there is no theory that is both tautological and nontrivial in the a posteriori sense. To those who don't happen to share this assumption, the question is meaningless. On the other hand, were someone to insist that the question is meaningful anyway (and damn the torpedoes), then one would need to prove that this assumption is valid (and good luck).

But there's an even worse problem connected with this question. First, multiverse theory can only be "falsified" relative to certain assumptions, the truth of which is not uniquely implied by the tests proposed. Meanwhile, because the CTMU is explicitly tied to such empirical details as the rate of apparent cosmic expansion, quantum nonlocality and so on, it has been logically *and* empirically validated. Multiverse theory, on the other hand, has no support at all. That is, even if multiverse theory supports the observation that "the universe is expanding at an accelerating rate", then one must go in search of a logical model, in the formal sense, of multiverse theory. Next stop: the CTMU.

Parallel goes on to say that "the fist step in documenting something that's 'out there' is to provide the information necessary to facilitate documentation, such as the appropriate journal citations. How else can we as members of the public review the contents of your paper(s) in order to assess the veracity of your intellectual priority claim?"

The paper cited, *The Resolution of Newcomb's Paradox*, was published in Noesis: The Journal of the Noetic Society, number 44, December 1989-January 1990, pages 3-12. I don't know whether random members of the public can find older back issues of this journal, but I can, and if anyone with any real weight in such matters were to challenge me on this, I'd simply put myself to the trouble of producing them. And that would be that.

Jacob Aliet opines that the "CTMU is like a flute; it can be blown to any tune one desires".

Well, not really, but I guess that one would need to read up on it a little, and understand what one has read, in order to figure out why.

Jacob then asseverates that "any 'theory' that can explain causality without invoking an intelligent agent (especially when its resultant in something as elegant as our universe - from what Max calls "frogs eye view"), is a threat to ID."

Unfortunately, quite apart from the question of intelligent agency, multiverse theory cannot "explain" anything in the strict logical sense, because although some people are in the habit of mistakenly calling it a "model" of reality, it does not meet the formal criteria applying to models. To really explain anything, it would need a model of its own, and as I've been saying, that could only be the CTMU (unless and until it runs afoul of the CTMU, is which case it is out the window on logical grounds alone).

Perhaps I should clarify something. In the 20th century, science-as-usual became involved an unseemly tussle with certain inconvenient facts of logic like undecidability, the Lowenheim-Skolem theorem and the Duhem-Quine thesis. In particular, the last of these says that any given set of empirical observations can be explained by multiple distinct theories. It follows that when we are inevitably confronted by such theories, we need to ask a question: which explanation is better substantiated on rational, logicomathematical grounds? In this context, the answer is clear: by the nature of its design and construction, the CTMU has a tremendous explanatory advantage over multiverse theory.

Now let's get back to multiverse theory and its "challenge" to ID. Although Max's recent SciAm paper is really just a survey - that's how Max sums it up in the synopsis - he makes some "predictions". Here they are:

Prediction 1: The mathematical structure describing our world is the most generic one that is consistent with our observations.

Prediction 2: Our future observations are the most generic ones that are consistent with our past observations.

Prediction 3: Our past observations are the most generic ones that are consistent with our existence.

I need merely point out that these aren't really what most scientists, e.g. biologists, would consider "predictions". Each involves the term "generic", which points to the fact that Max is talking about an ensemble average (where the cosmic ensemble to which he refers can only be indirectly observed by way of the average itself). But is multiverse theory the only way to explain such an averaging effect? Hardly; we can explain it as a syntactic function of SCSPL, and in fact *must* do so, for otherwise, those trying to function on this realm of discourse, including multiverse theorists, would lack a coherent language in which to formulate their hypotheses and inferences. Therefore, were these predictions to be found true, they would not confirm multiverse theory *except* insofar as it has a place in some larger theory providing multiverse theory with a supporting syntax, language and model. Hello, CTMU.

I can't, of course, force anyone who is firmly attached to the idea of a physical, material multiverse extending to infinite distances in trans-physical space to change his mind. But I *can* observe that the notion of a multiverse that is at once physical and material, and yet trans-physical and trans-material, is plainly in need of reformulation ... the kind of reformulation that only the CTMU can provide. I can also observe that the CTMU not only supports the existence of an intelligent designer, but apodeictically implies it.

Since the particular brand of multiverse theory tendered by Max Tegmark logically implies the CTMU on formal (mathematical) grounds, prior to any question of empirical confirmation, and since the CTMU logically implies the existence of an intelligent designer, *multiverse theory* implies the existence of an intelligent designer.

And we really can't put it any more simply than that, can we?

**Comment #10:**

I think we may have a little misunderstanding regarding the manner in which the CTMU encompasses other theories. Since the CTMU is built on the TOE called "logic", let's use logic as an example. Logic is a required syntactic ingredient of any theory, which is just another way of saying that logic descriptively includes any correct theory. This doesn't mean that every theory is logical; it means that on the assumption of its correctness, it is expressible in terms of logic. Logic is thus more than an "unnecessary wrapper" for theories; theories fail without it. Theories thus have only three possible states: in verifiable conformance with logic; in tentative conformance with logic; in the garbage bin. The CTMU "includes" a theory like Tegmark's in exactly this sense. Like logic, the CTMU contains no assumptions; all of its principles, along with its explanatory power, are self-evident on the model-theoretic level of discourse (at least to one who is actually paying attention to it and knows the subject matter).

Some might argue that an infinite regress passes as a causal explanation of nature. But it doesn't, because an infinite regress never reaches the causal origin or "first cause" of nature, which is also the causal identity of nature. In contrast, the CTMU identifies nature as its own causal identity, recognizing it as its own cause, effect and causal agency. That's called "closure", and without it, one doesn't have a causal explanation (since a causal explanation is really what is being "enclosed" by the identity). This is deduced rather than "predicted". The CTMU does not allow ID to be falsified because ID turns out to be a condition of causal closure, which is in turn a condition of meaningful theorization on the ontological level.

Erik, perhaps bent on marketing multiverse theory rather than the CTMU, asks three questions. (1) "What are 'language theoretical-criteria'?" (2) "Exactly which logical and language-theoretical criteria do you have in mind?" (3) "Why is[n't] it a problem that Tegmark's hypothesis allows for the possibility that our universe is isomorphic to a mathematical structure that has higher cardinality than any language?"

1. Language-theoretic criteria are the definitive structural and dynamical features and constraints of languages and model-theoretic isomorphisms between languages and their universes, particularly in metaphysical contexts like multiverse theory.

2. Since the logical and language-theoretic criteria I have in mind were very clearly stated in the CTMU description that I published in PCID last year, I don't feel that I'm being rude to suggest, along with Jason, that those who want to know about them should go and look for them there. But just for the sake of civility, three of the most basic are consistency, comprehensiveness (true of a TOE by definition), and closure (equivalent to the analytic self-containment of reality with respect to relevance, which simply means that if something is sufficiently real to affect reality, then by definition, it is a part or aspect of reality itself). When such criteria are properly applied and developed in a model-theoretic context, the results are far from trivial.

3. In conventional mathematical usage, there is no such thing as an isomorphism between sets or structures of different cardinality. If one likes, one can try pulling a trick or two related to the Skolem paradox and the Lowenheim-Skolem theorem, but frankly, that's more in line with the CTMU than with multiverse theory. So if Max "allows for this possibility" even while stating that reality is isomorphic to a formal system - and this seems to be a fairly accurate description of what Max is doing - then that would be a problem, all right. But it would be *Max's* problem no less than mine.

By the way, I seem to be getting criticized for leading the thread away from Karl's paper and the impact of multiverse theory on ID. Since the CTMU is relevant to both of these topics, I don't know quite what that means; it's a bit like criticizing somebody for referring to arithmetic while trying to describe addition and multiplication. On the other hand, I have no problem with those who find something to like in the work of Max Tegmark. Multiverse theory is an interesting topic indeed, and I commend both Karl and Max for writing interesting and entertaining papers.

**Comment #11:**

Jacob says that "Maxes parallel universes is derived from empirical data." I don't know where Jacob got this idea, but it's dead wrong. Jacob also says that "all elephants inside a loaf of bread are pink". I believe he means to offer this as some kind of CTMU analogy...and again, that's wrong.

Jacob says that "a statement can be logical but that in itself does not confer any veracity to the claims it makes." This is true on one level, but ceases to be true with respect to scientific applications of model theory (which involve semantic correspondences). The CTMU is expressly formulated at and above the model-theoretic level.

Jacob quotes me as follows: "The CTMU identifies itself with the structure of these operators and thus with the distributive syntax of its self-modeling SCSPL universe, including the reflexive grammar by which the universe refines itself from unbound telesis or UBT, a primordial realm of infocognitive potential free of informational constraint." From this, he infers that the CTMU "makes claims that are not self-evident". But that's not true, given that everything in the CTMU stems from necessary features of any possible (valid) TOE. Jacob goes on to say that "CML does not bother to offer any empirical evidence to back up his claims." That's not true either; take, for example, accelerating cosmic expansion. Nobody even comes close to explaining this in any non-CTMU way *except* by postulating strange, inexplicable forms of "dark energy" and so on, which of course merely begs the essential question(s).

Jacob asks "From the above quote alone - what is the evidence of the existence of the UBT?" The evidence is logical; it's one of the language-theoretic criteria we've been talking about. To put it as simply as possible, unbound telesis is simply the logical complement of constraint with respect to syntax-state relationships, and is a requisite of any attempt to meaningfully define or quantify constraints such as physical states and laws of nature. Jacob asks "from whence arose the UBT?" Since UBT is nil constraint, it doesn't need to have "arisen"; causes are necessary only in the presence of informational content (that's really the point). Jacob also asks "has the UBT been exhausted?" How can something that is unbound be exhausted, given that exhaustion is a function that would have to bind its argument? Jacob wonders "Why is the UBT free of informational constraint and how do we know this?" We know this by definition...specifically, by a definition logically required in order to form any self-contained description of nature and causality. Jacob goes on to opine that "the CTMU raises more questions than offer any explanations." If this is true, then it is true only within the minds of people who fail to understand it.

Jacob goes on to assert that the CTMU is of absolutely "no importance". Wrong again; the CTMU is that branch of logic in which formal theories, properly including any well-formed scientific theory, meet their universes of discourse, AKA nature. Jacob reiterates that the CTMU is "based entirel[y] on abstract and philosophical ideas" and is "very short on empirical data." Not really, given that the CTMU constitutes a necessary explanation of accelerating cosmic expansion, so-called "quantum nonlocality", and even the origin and evolution of the cosmos. Indeed, if one considers relativity theory and quantum mechanics to have been empirically confirmed, then the CTMU is confirmed right along with them, since it harbors basic explanations for some of the most essential and problematic structural elements of quantum mechanics and relativity. Jacob then elaborates on his misunderstanding of the CTMU by restating in so many words that it is of absolutely no importance...to which one can only respond, thanks for the psychological insight.

In addition, Jacob opines that "the [CTMU] neologisms are meant to hoodwink one into thinking they are reading/learning something significant. But when the chair stops rocking you are still sitting at the same place." Again, this is of clinical interest at best. But to drive home his "point", Jacob points out that "when one looks at Maxes article, there are no strange words. I only needed check up ergodicity. Thats another trivial difference." However, Max uses many neologisms including (but not necessarily limited to): multiverse, Level I multiverse, Level II multiverse, Level III multiverse, Level IV multiverse, bird perspective, frog perspective, ensemble theory (cosmological sense), chaotic inflation (not Max's neologism, but novel and misleading nonetheless), and so on. While I'd agree that one need not crack a standard dictionary to look for some of these, one is even more unlikely to find them in a standard dictionary if one chooses to do so. So if Jacob or anyone else really thinks that all of Max's neologisms are "based on whats known, now whats been modelled from a portentous imagination," then perhaps he needs to take a closer look at "multiverse theory". (Not that I deny Max and others the option to coin new words and phrases in developing their ideas; every word and phrase in every language on earth was originally coined by someone.)

By defending the CTMU from this benighted sort of criticism, am I deviating from the topic of this thread? No. First, I'm responding to the remarks of others in this thread. More importantly, the CTMU answers many of the questions that Max is trying to answer with multiverse theory, *particularly* as regards ID, and is ultimately implied by Max's own premises and "predictions", including his proposed (but measurement-challenged) theoretical extraction of the "generic" implications of conflating formal structures and physical reality. Again, if one wishes to discuss the operations of arithmetic on any but the lowest level of discourse, one had better be prepared to refer to "arithmetic" as the source of these operations...or at least prepared to let others refer to it in clarification.

A final suggestion: rather than undertaking these overblown, content-free criticisms of the CTMU, why don't Jacob and others simply admit that they haven't put themselves to the trouble of *understanding* the CTMU (which lack of effort is in any event as obvious as it can possibly be)? That way, should I choose to participate further in this thread, we can talk directly about the many weaknesses of multiverse theory.

**Comment #12:**

Erik, you conjecture that I "simply meant that the axioms of the mathematical structure, to which our universe is isomorphic, is a kind of language." Aside from the fact that this merely belabors the obvious, so far, so good. But then you go on: "In that case I have no further comments, since I neither think it is a remarkable nor an objectionable thing to say." SCSPL actually goes a bit farther than that, but since you show no special understanding of the implications of even the basic level of linguistic structure you're considering - and some of them are indeed remarkable - I find it hard to take your viewpoint very seriously.

You then confirm this judgment by admitting that you've "neither read the CTMU paper in the ISCID archive nor do (you) at present have any intention of doing so. It is too long, the frequency of funny philosophical terminology is too high, and (your) expectations of finding something of significant interest are too small for (you) to find it worth investing time on reading it."

Although I find this more than a little rude, I also find it unsurprising. So I'll settle for your admission that you have nary a clue about the CTMU or the (philosophical) level of discourse on which it and the problems it addresses are formulated, and leave it at that.

**Comment #13:**

Pim, you deplore my reluctance to take the viewpoints of certain people seriously, stating that my writings "may not be that accessible to the general and perhaps even much of the scientific population." Insofar as your point is constructive, it is well taken. But I'm afraid I see no percentage in squandering time on thankless attempts to educate people who show every sign of having closed minds and bad attitudes, especially when such people typically bring but little to the table of intellectual commerce. It simply wouldn't be a good investment of my time at this point. On the other hand, I think I've been more than generous in explaining my ideas to those who sincerely display interest.

Regarding your own (failed) attempts to read and understand the CTMU, I wish I could help you with that. But when it comes right down to it, I've already more than established its superiority to Feynman's spoof example of a TOE, and I've already made it at least partially accessible to the general public (I know this because I run a list on which people regularly demonstrate their understanding of the theory). As for scientists who claim that they can understand nothing of it at all...well, that's something I've learned to take with a grain of salt.

I'm a little nonplused when you call overblown, content-free criticisms of the CTMU "good questions" that "could benefit from a more detailed answer". I've been giving detailed answers to such questions right here in this thread, and I'm at a loss as to why you and certain others don't seem to understand word one. Thus, when you say that "the accessibility of an idea is the responsibility of the author", I think it's appropriate to point out that communication is *always* a two-way street.

You go on to remark that "a good idea is only as good as the linguistic ability of the author which allows him to communicate these ideas in a manner which can create enthusiasm and curiosity in the reader" as though this somehow relieves the reader of all responsibility in the communication process. I naturally disagree. You then say you've read papers by Standish, Tegmark and Schmidhuber which are "far more detailed in their physics and mathematics" than my own. Well, I've looked at some of those papers too, and they're physically and mathematically vapid. In fact, they're virtually devoid of novel physical insight, and as for metaphysical insight, they fall somewhere between clueless and tentative. In any case, this particular debate isn't about flashing equations; it's about establishing a model in which equations can be interpreted to explanatory effect with regard to certain *philosophical* issues.

If you're really baffled by something I've said, just ask for clarification. If your question is sincere and politely phrased, you just might get an intelligible answer. On the other hand, if what we're talking about is some nebulous cloud of ineffable confusion regarding every single word I write, then please pardon my reluctance to invite more of the same.

**Comment #14:**

“Mr. Langan, I'm confused. First you argued that you could win in a "priority dispute" over ideas being attributed to Max Tegmark based on what you wrote in 1989 about "nested virtual realities".”

Yes, Mr. Parallel, I quite agree - your confusion is spectacular. Although it's you who is obviously trying to manufacture a "priority dispute" here, you keep on insisting that it's me. All I've done is make relevant statements of fact, e.g. that the CTMU predates recent work on "the multiverse", and that Max Tegmark's work can be interpreted in the CTMU in a certain specific way. You, on the other hand, keep generating ominous insinuations to the effect that I'm somehow accusing Max of plagiarism or theft of credit when I've repeatedly stated that I intend nothing of the kind. I resent this, and for the record, I request that you restrain yourself.

Not that it makes any further difference, but in a certain important respect, likening the CTMU to Arabian algebra and multiverse theory to Newtonian calculus is rather misleading on your part. Just as the calculus is mathematically more advanced than arithmetic, the CTMU is mathematically more advanced than multiverse theory; after all, unlike Max, I've actually described a large part of the *mathematical structure* of my theory. In this respect, the CTMU would play the role of calculus rather than arithmetic in your misguided example.

May we now lay this "priority dispute" nonsense belatedly to rest? Thanks for your cooperation.

**Comment #15:**

“Mr. Langan, your response is nothing short of incredulous.”

First, Mr. Parallel, I think you may have wanted to say "incredible" instead of "incredulous" (despite my credible response, you're the one who's apparently incredulous). Second, I don't care what you think my response is. Third, you and you alone are choosing to interpret a date, 1989, and a fact, namely that multiverse theory can be interpreted in the CTMU, as a "priority dispute". Fourth, each time I said the bad words "plagiarism" and "priority dispute", it was because I was being harassed by you or somebody else and/or wanted to make it clear that I think Max is entitled to credit for his own work. Fifth, I can substantiate my claims with factual evidence, but as far as I can tell, you're neither polite nor important enough to merit the effort. Sixth, many people have websites, some of them extensive, on which they do not make all of their copyrighted work available to anyone for nothing but a mouse click. And lucky seventh, kindly get off my back before I'm forced to refer your case to a moderator. Thank you.

# On Progress, Readdressing Reality Theory, and Information in the Holographic Universe

**Comment #1:**

Stu asks: "why shouldn't ID start by simply following standard scientific methodology?" The short and punchy answer is that standard scientific methodology is inadequate for the verification of inferred scientific truth; one needs logicomathematical methodology for that. On the other hand, if all you're looking for is empirical confirmation, then you're not looking for truth, and in that case, you're not looking for the truth about biological origins. All you're looking for is another fallible exercise in causal induction from limited observations, and given the philosophical intransigence displayed on a daily basis by both sides of this debate, that won't solve anything.”

It might sound strange to hear someone say that the scientific method is not about verification (as opposed to imperfect confirmation), but that's how it is. To understand why, you need a bit of advanced logic, and specifically model theory. The scientific method, being empirical, is based on an observational model of reality subject to weaknesses like the problem of induction and the Duhem-Quine thesis, due to which certainty cannot be inductively attained. How, then, is scientific truth to be ascertained? Logic provides the answer: by deduction from tautologically self-evident certainties. In fact, aside from direct apprehension, this is the only way there has ever been to "know" anything at all.

Unfortunately for those excessively enamored of the scientific method, deduction does not appeal to an observational model, but to another kind of model entirely...a substitutive model, or what a mathematical linguist would call a *generative* model in which the truth property is grammatically inherited from "origins" which are themselves either axiomatic or deduced. To know the truth about the origin of something (a theorem, the first organism, the universe), two conditions must be satisfied: (1) one must be able to deduce or directly apprehend the original event or terminal antecedent, and (2) truth must be heritable along the pathway from antecedent to consequent, cause to effect.

In science and philosophy alike, that which is relevant to perceptual reality is *real*. In other words, relevance to reality implicatively conveys reality, and reality is heritable under the unary operations "X affects Y" and "X is affected by Y" (and under the related n-ary operations). This is what makes reality a coherent, connected structure. It also makes reality perfectly self-contained up to relevance, and a perfectly self-contained system is a perfectly reflexive system with respect to all possible functions and processes, including generation and causation. Logically, this makes reality its own origin and its own cause. So we have managed to logically deduce the origin of reality, namely reality itself (this, by the way, is the basic position of not only the CTMU but naturalism; if naturalism espouses any other position, e.g. "there is no origin!", then it can be easily reduced to bunk). So much for criterion 1.

What about criterion 2? Specifically, where's the isomorphism between the generative model of logic and the observational model of science? That's where the CTMU comes into its own. The CTMU is the theory which relates the two kinds of model as complementary aspects of reality, and thus the theory which allows us to use logicomathematical methodology to discover scientific truth. In other words, causality can only be known by inference, and the only way to show that reality mirrors inference is to show how logic, the basis of inference, is built into the infrastructure of reality.

Stu then suggests that we "build a detailed enough theory to allow experiments to differentiate ID from RM&NS." In light of my response to Stu's first question, this requires that we extend scientific methodology to embrace the native methods of logical and mathematical reasoning (which are already invoked but not fully respected by the scientific method). When we do this, causality becomes more than empirical induction in reverse; it becomes the (verification-friendly) generative grammar of reality. Again, this requires the CTMU.

Stu asserts that without a means of conducting experiments to differentiate ID from RM&NS, no theory of ID can ever be taken seriously, and that we therefore "need predictions rather than postdictions". In response, I'll merely point out that any logical theory which predicts or retrodicts any sort of life at all stands head and shoulders above neo-Darwinism, which does neither. The reason that neo-Darwinism fails to account for life post hoc, ad hoc or propter hoc is that it lacks the wherewithal to generate an ultimate common origin from which life can "descend", and it lacks any generative model of causality in which "descent" bears the required resemblance to logical deduction.

Thus far, the problem with this entire debate has been that neither side of it has a model of causality. Remember, to assert that it is *true* that anything *causes* or is the *cause* of anything else, you need a model supporting coupled definitions of truth and causality. If you lack such a model, then you cannot with any certainty predicate truth of hypotheses regarding causality. All you can do is talk about more or less tentative correlations within a limited experimental context. But how do you characterize the correlations? Without a solid model and definition of causality, you have no idea.

Consider these simplified hypotheses: "Life is caused by random mutation and natural selection" and "Life is caused by intelligent design." In order to decide between these hypotheses, there are several terms whose definitions must be agreed on by both camps. The first of these is *"is caused by"*. That is, we need a common definition of causation. But this means that we require a *model* of causation, and to achieve certainty, it must be logically demonstrative in character. No model, no certifiable decision in favor of either hypothesis, and it makes no difference how much "empirical evidence" is offered. The hypothesis to be verified must be well-defined, and if it is defined beneath the level at which certainty is attainable regarding it, then nothing gets decided. Worse yet, if one side insists that only the artificially restrictive scientific method can be used as a means of verification, and the other side concedes to this, then real progress can't even begin.

Stu opines that "the CTMU sits at too high a level to help at this early stage...a bit like using General Relativity as the starting point for a lab experiment in momentum transfer." A thoughtful criticism. However, the more certainty one desires, the higher the level of model that one needs. On the other hand, if one settles for a provisional, low-level model up front, then one lacks certainty regarding the significance of one's findings, and again, nothing gets decided. Indeed, if one exclusively restricts oneself to an observational model, certain model-theoretic criteria can never be logically satisfied.

Stu says that having a model is a good idea, but questions "whether its necessary to have a TOE before ID researchers can construct experiments that would allow falsification". As explained above, having a general model is an absolute necessity, at least at the stage where general (e.g. ID, non-ID) hypotheses are to be proven. If this model can be logically derived, then there is no point in pretending to rely on low-level experimentation which can prove nothing in its absence, particularly when the whole point of such experimentation would be to arrive at the model in question.

Since natural selection is trivially observable in some contexts, there is no point in distinguishing an alternative model of evolution from neo-Darwinism in those contexts. The distinction need be made only with respect to higher-order fitness-survival relationships, possibly involving higher-order, irreducibly-(n>1)-ary fitness-critical combinations of fitness-related attributes ("irreducible complexity"). Unfortunately for neo-Darwinism, the only way it can even begin to extend itself from the micro scale to the macro scale is by showing that every step in every evolutionary pathway offers some degree of utility to the evolving organism. But as we all know, it has displayed no actual ability to do that.

Instead, neo-Darwinism finds circumstantial correlations between fitness or survivability on one hand, and certain functions and their associated genes on the other, and then launches into grand pseudo-causal generalization on that basis. It is then asserted that fitness has not been merely tautologically equated to survival, but that survival has been "caused by" certain genes and their functions! This is an exercise in circularity; certain things that have been circumstantially correlated with survival are being identified as "causes" of survival, and this particular kind of causal identification is justified in neither logic nor statistics (as is thoroughly explained in any decent elementary introduction to correlation). Thus, while neo-Darwinism claims to have refuted the putatively tautological (unfalsifiable) nature of the fitness=survival equation, it has done nothing of the kind. Nor can it ever do so given its definitive conceptual and methodological limitations.

This leads directly to a burning question: why not simply accept the tautology and embrace the theory which acknowledges and explains it, namely the CTMU? After all, it's not as though the CTMU doesn't have a defensible lock on scientific truth and verification (as explained above and elsewhere).

Stu asks whether I could "drill down far enough to produce a sufficiently detailed sub-set of CTMU to guide the researchers." The answer is yes. But meanwhile, anyone who responds to the above explanations with "that's great, but it means nothing without a new experimental methodology for all of the materially-minded instrumentalists involved in the debate" is missing the point. The point, of course, is that when nip comes to tuck, materially-minded instrumentalists have no real business "in the debate" at all.

By definition, concrete instrumentalists are neither comfortable with nor cognizant of all the demands of correct high-level theorization, qualifying at best as competent hands-on technicians who help equally-competent theorists test and refine their abstractions (thus, the well-known and well-justified symbiotic distinction between theorists and experimentalists in the physical sciences). With all due respect to the ingenuity and scientific indispensability of good experimentalists, the debate over biological origins is over the heads of those unschooled in advanced logical abstraction. A new experimental methodology will come - I and others are working hard to make it happen - but the issue of biological origins can be logically and philosophically decided without its benefit.

The history of thought displays a well-established progression: in many areas of intellectual endeavor, what used to be called "philosophy" has given way to what is now called "science". When it comes to intellectual progress, this is often the natural order of things; the broad and general, arrived at by induction from more or less scattered details, gradually gives way to the narrow and specific. Funnelvision tapers somewhat jerkily into tunnelvision, and formerly submicroscopic details emerge in ever-sharper relief as the focus tightens and the field narrows. That is, the fundibular spatiotemporal image of human intellectual progress reflects an invariant quasi-volumetric relationship between scope and informational resolution or microscopy.

So attractive is the higher resolution often associated with reductions of scope that many scientists have come to hate philosophy, the mother of science, with a terrible passion. Its scope is too wide, and the details it encompasses seem too fuzzy. Never will these scientists be driven from the paradise they have found at the constricted end of the funnel...the end boldly emblazoned with "Concrete Results Or Bust!"

Unfortunately, conviction and enthusiasm are neither a road to entitlement nor a barrier against anomaly, and anomalies - e.g. biological machines for which Darwinian explanations cannot readily be educed - have a way of compromising resolution. This sometimes necessitates a mind-expanding trip back up the funnel, and this naturally gives rise to a certain amount of resistance on the parts of those determined to stay comfortably within the concrete realm. Not to put too fine a point on it, but that's what we seem to have going in this controversy, and amazingly, some of those advocating a major change of perspective seem bent on placating, or at least working around the unrealistic preconceptions, of those who explicitly prefer tunnelvision.

Although this is not the way to achieve a final resolution of the dispute, it makes a sad kind of political sense, and in any case, "it is what it is". So I try to make the best of it, and do what I can to refine and elucidate the linkage between the logical and empirical sides of the issue. While the CTMU has already accomplished this on a high level of abstraction - at least for those who can understand it - I have no trouble admitting that there's still plenty of room for progress.

**Comment #2:**

Pim van Meurs asks: "Is our inability to deduce Darwinian explanations (a) sufficient reason to reject Darwinian explanations? What if we can formulate 'just so' stories'?"

A just-so story is not an explanation. Provided that it meets certain logical criteria, it can at best be regarded as a "possible explanation". But as I've already pointed out above, neo-Darwinism lacks both the wherewithal to generate an ultimate common origin from which life can descend, and a generative model of causality in which descent incorporates logical deduction. This means that Darwinian explanations alone cannot satisfy the logical criteria in question. Therefore, they do not actually qualify as "possible explanations".

Pim opines that since there may be "other ways (than stepwise utility) to show macro scale evolutionary pathways", my usage of "as we all know" may be hyperbolic. But it isn't. Strictly speaking, Darwinism implies gradualism because it needs to keep event probabilities in line with the probabilistic resources afforded by "nature", as restrictively and arbitrarily identified with material structures and first-order laws of physics. In order to get around this problem, it has been suggested that (e.g.) certain organisms may embody information regarding entire sequences of steps on the molecular level, and that this may keep probabilities high even when the steps are individually inutile. But even if this or any comparable scenario were deemed general, it would offer no means of exceeding the known limitations of causal induction. It would thus fail to decide the issue of biological origins in favor of Darwinism.

Pim then wonders what stepwise utility might mean for a theoretical approach which "tries to infer something" based on elimination. Obviously, the first order of business for such an approach would be an exhaustive characterization of the entire probability space from which possibilities are to be eliminated. This, however, would require a global model of reality, thoroughly indebt said approach to the CTMU, and thereby eliminate neo-Darwinism in the qualification round.

Pim then asks how one would calculate certain desirable probabilities, thereby allowing one to eliminate pathways that are "largely untouchable due to their distant nature. After all," he continues, "(an) absence of details on such pathways hardly invalidates Neo-Darwinism nor lends credibility to alternatives that depend on invalidating all other alternatives." I can only observe that my post does not rely on mere eliminative reasoning.

Finally, Pim asks "How can CTMU help us resolve these scientific questions?", going on to report that while logical abstraction is fine in theory, he "wonders about its relevance ... when it is limited in practical application." In particular, Pim asks whether he, as a scientist, might place too much emphasis on practical considerations. I agree with Pim that on the concrete level, science requires a pragmatic approach. But questions regarding biological origins and fundamental evolutionary causation are not immediately practical in nature. As I've explained, they're logical in nature, and practice is secondary to logic. Similarly, while practical applications of the CTMU are in the works, they are secondary to the explanatory value of its logic.

RBH adds: "With all due respect to advanced abstract logicians, I don't think I'll hold my breath until the decision about biological origins is made manifest to us lesser folk." This personal decision by RBH is beyond my control. However, it was not my intention to imply that RBH is a "lesser" being. I only meant to explain why making things materially manifest to concrete instrumentalists is not what it actually takes to decide the issue of biological origins.

RBH goes on: "This appears to be tantamount to the claim that experimental methodology, whether new or old, is superfluous." While experimentation is far from superfluous with respect to questions of a material nature, it is directed toward confirmation rather than verification. Unfortunately, this makes it inadequate to decide the issue of biological origins.

RBH concludes: "If pure thought can give us the answers, why bother with messy experimental methodologies? And eschewing experimentation has the additional salutory effect of ensuring that one's theories will not be slain by inconvenient facts." In some contexts, these remarks would be well-justified. But in the context at hand, they are not. They fail to address the content of my post and are inconsistent with the spirit in which it was written. While experimentation is certainly a valid scientific enterprise, it is nonetheless inadequate to fully decide the issue of biological origins.

Let me make it clear that I have ample respect for experimentalists. Without them, science could not exist as we know it. But this does not make experimental methodology perfect or even adequate, and it does not place limitations on what can be demonstrated with logic alone. Although experiments confirming either of the major hypotheses regarding biological origins would no doubt sway open-minded people in one direction or the other, they would not actually decide the issue. Only logic can do that.

**Comment #3:**

Parallel writes "If the CTMU is 'the theory which allows us to use logicomathematical methodology to discover scientific truth', how have scientists using logic and mathematics managed to discover so many scientific truths without the CTMU?" The answer, once again, is that empirical science is not in the business of establishing "truths". It is in the business of tentatively confirming hypotheses. If anyone finds this distinction flawed or inordinately subtle, he or she should take the time to further investigate it.

Parallel continues "And if the CTMU is 'the theory which allows us to use logicomathematical methodology to discover scientific truth', how many scientific truths have been discovered with the CTMU?" This is just the flip side of parallel's initial mistake. The CTMU is primarily a theory of logic, not empirical science. This is what qualifies it to verify truths about the nature and origins of things. The scientific value of the CTMU resides largely in the fact that within its framework, certain logical truths can be regarded as scientific truths (as opposed to tentatively-confirmed scientific hypotheses).

As I've explained, science employs an observational model of reality. This model has a dual generative model, which is the same kind of model employed in logic and other branches of mathematics. The CTMU superimposes and links these two models, thus linking the two associated kinds of reasoning. Anyone who sincerely wants to know what conclusions, scientific or otherwise, may be reached on this basis should carefully read the introductory paper I published in PCID last autumn.

**Comment #4:**

The CTMU is the theory that allows the discovery of "scientific truth" because, when science is defined strictly on the scientific method, there is no such thing as a "scientific truth". There are only directly apprehended truths, logically derived truths, and in contradistinction to these, tentatively-confirmed scientific hypotheses. This is why my answer "implies that science has discovered no (certified) scientific truths."

Now, that's a stone cold fact. Science may have accidentally happened upon truths of one sort or another, but sadly, it can't certify that this is what they are. "Fantastic" or not, "semantic" or not, that's how it is. If you can show that this is not in fact the case, then be my guest. Otherwise, please address your criticisms to somebody else. When you come right down to it, this is Models & Formalized Theories 101 we're talking about here; if you haven't yet taken these courses, please fill the gaps in your knowledge before attempting to engage me in further discussion on this topic.

You go on to accuse me of "begging your question". I suggest that you read the final paragraph of my last response, and then carefully read the paper I mention. Don't care to do that? Then kindly stop accusing me of "begging questions" that are answered in the abstract at the head of the article, and please don't continue to pretend that I haven't already pointed out that logic comes before practice (those who refuse to apply logic before launching into practice are in clear violation of common sense and all but doomed to eventual failure). Because the logic I've presented here is designed to stand on its own, I don't need to provide you or anyone else with anything further in order to make my case. If I choose to elaborate in the future, well, that will be an undeserved extra.

You also say that "the nature of things - e.g., of physical entities - is the proper domain of empirical science." Thanks for the opinion. But given that the scientific method is restrictive, and that it relies on an observational rather than a generative model of reality, can you establish the intellectual adequacy of your viewpoint? As I've already observed, you cannot.

You then assert that "scientists discover the nature of things with observation, logic, and mathematics." Tentatively, yes; with certainty, no. That is, they merely confirm hypotheses while making a lot of guesses, mistakes and oversights, which is unavoidable given the canons of empirical methodology, which mandate the slapdash observational application of mathematical formalisms for which observational models of reality lack support.

Given all of these mistakes on your part, do you really think that you're being fair to poor Albert Einstein by trying to weigh him in on your side of the scale? Please, a little respect for the dead.

**Comment #5:**

Parallel asserts that "scientific truths are per definition 'truths' discovered by science ... 'scientific truth' inherently defines the variety of truth discovered by science upon which the given caveats of science are imposed." I see what parallel is trying to get at, but as I've already stated, it just doesn't wash. While my own usage of the phrase "scientific truth" was clearly predicated on the availability of a generative model of reality (the CTMU), parallel lacks such a model. So whatever parallel means by "scientific truth", it isn't the kind of truth recognized in logic (which is, after all, the formal language of truth). Needless to say, logical rules of derivation are not subject to what parallel calls "the (empirical) caveats of science".

Compounding his error, parallel states that "the necessity for oxygen to sustain the vast majority of known lifeforms is just one example of a truth discovered by science." We can call this a "truth" only insofar as it is so simple, and involves so little inference, that it is for all practical purposes directly apprehended (I've already explicitly allowed that direct apprehension is a route to truth). On the other hand, if this conclusion requires a nontrivial amount of inference, then calling it a "truth" requires an isomorphism between the generative model of logical inference and an observational model containing oxidizing lifeforms. Again, parallel lacks such an isomorphism. Given this fact, it is almost overkill to point out the ambiguity and wriggle-room implicit in the phrase "vast majority". The same applies to parallel's reliance on the adjective "known", which indicates that his example is at least partially about subjective knowledge states.

Next, Parallel says that "If the truth of Langan's CTMU is above the restrictive uncertainties of scientific empiricism, why does it purport to be a theory, e.g., the 'Cognitive Theoretic Model of the Universe'? By defining the CTMU as a 'theory', Langan implies that it is subject to the very empirical restraints [sic] he declares it to be above." Even after staring at this for minutes on end, I still can't make sense of it. The term "theory" has a strict mathematical definition based on the application of generative rules of inference to axioms and theorems. According to this definition, even *logic itself* is a theory. In any case, theories are not defined in such a way that they are necessarily subject to empirical constraints. In this respect, the term "theory" differs sharply from scientific methodology. This dissonance between scientific methodology and scientific theories, i.e. theories with scientific content, reflects the self-conflicted nature of science.

Parallel then quotes Einstein to the effect that theories consist of assumptions to which logic has been applied, and that a "theory finds the justification for its existence in the fact that it correlates a large number of single observations ... it is just here that the 'truth' of the theory lies". Notice that Einstein places "truth" in quotes, ostensibly because he was aware of the distinction between the provisional "truth" of an assumption-ridden scientific theory and *truth* as it is logically evaluated with respect to syntax, semantics and interpretation.

You know, this whole exchange has been truly amazing. First, I explain that scientific empiricism and instrumentalism fail to support the concepts of truth and verification due to their reliance on non-generative observational and utilitarian models (where *truth* is the abstract mathematical identity studied in logic). It's not as though this can be rationally disputed; it's a hard fact. Next, I explain that logic and mathematics work from a different (generative) kind of model more amenable to formal verification, and point to an alternative theory of reality (the CTMU) which conjoins the two kinds of model and thus opens logical routes to verification in fields formerly limited to confirmation. (Note that the failings of empirical and instrumentalist models exist independently of the CTMU.)

So what happens next? Incredibly, my points are immediately rejected on the grounds that they are not in line with empirical and instrumentalist criteria. And to ice the cake, it is summarily demanded that I demonstrate my ability to satisfy these criteria regardless of their inadequacy, which is exactly what I'd set out to explain in the first place.

Truly, this is a world of many wonders! (*So what* if some of them resemble broken records.)

**Comment #6:**

Regarding possible kinds of truth, RBH asks a good question. "Suppose, just for the sake of argument, that the 'direct apprehensions' of two people differ on some matter. On what grounds can one decide between them? What is the certifying agency that says 'This one is true, that one illusory'?" That agency is the distributed cognitive-perceptual syntax of the self-spoken language of reality (or in CTMU terminology, of SCSPL). It can be shown that if reality is connected - if we are really united in an objective manifold of common perception - this level of syntax must exist. Remember, science is primarily concerned with the formulation of general laws of nature as required for prediction, and these are just structural and grammatical components of this distributed reality-syntax.

Regarding the methodology associated with this consistency-enforcing, connectivity-enforcing agency, RBH asks whether "the purpose of the new experimental methodology that you and others are working to develop, to decide among conflicting direct apprehensions? Or are all direct apprehensions of equal standing and no conflict is expected among them?" On the distributed level of SCSPL syntax - i.e., on the level of direct apprehension - no such conflict is possible. If there is a conflict, then by definitive deduction, we have either a deviation from syntax (illusion) or a simple misunderstanding.

RBH goes on to ask: "If the issue of biological origins can be "logically and philosophically" decided without some new experimental methodology, why do we we need that methodology? And is there a distinction worth making between "logically and philosophically decided" and "experimentally decided"? That is, what is gained by having some new experimental methodology if Truth can be arrived at via pure thought? Why do experiments at all?"

Some truths can be deduced by pure thought; others, particularly those involving some degree of freedom or self-determinacy, cannot. The new methodology will be designed to distinguish deterministic processes governed by distributed syntax from processes involving freedom and intelligence, which involve the spot-synthesis of "localized syntax". The trick is to distinguish localized from distributed syntax. The CTMU is the sole framework in which this distinction can be made.

Incidentally, what RBH might call "truth with a small t" is clearly of potential value, particularly in the absence of deduction. Instances of "**t**ruth", broadly including the products of scientific empiricism, are generally developed with respect to restricted contexts. Without contextual limitations, very little of a material nature can be even tentatively decided. Unfortunately, many proponents of neo-Darwinism recognize no such restrictions. In response to what seem to be extremely low probabilities for certain (irreducibly and specifiedly-complex) compound events, they invariably set out to de-restrict the context in order to multiply probabilistic resources and thereby raise the probabilities, even to the point of endorsing bizarre cosmologies in which realities proliferate beyond infinity (we've seen that maneuver on this very board). When it comes to explosively or implosively enlarging the sample space in order to provide themselves with probabilistic resources, they dwarf any nuclear blast!

This maneuver is neither logically nor scientifically supportable, particularly in answering questions about origins and ultimate causation. By definition, an *origin* is something that can be accessed by (logically-fortified) causal regression; interminably delaying access by contextual expansion and outright combinatorial explosion is flatly inconsistent with answering the question. Foiling this endless-delay tactic in any final sense requires a generative-deductive theory of reality (the CTMU). In the CTMU, reality is deductively identified as its own origin (as explained above), which in turn implies that causality is generative. Working from these realizations, we can restrict the context in such a way as to meaningfully address the source and means of evolution. To avoid an open causal regress in which nothing is ever decided, we need CTMU-style logico-algebraic closure, and - here's the kicker - because this kind of closure is implicit in naturalism, the CTMU locks metaphysical and methodological naturalism into compliance using pure logic.

[As regards the latest remarks of parallel and Pim, I regret to say that I'm at a loss. I point out that a theory is a well-defined logico-algebraic structure with certain properties and requirements with which conventional scientific models and methods are incompatible; in response, they adduce a corrupt definition of "theory" that neatly embodies the very problem I've been trying to address. They stay squarely planted inside the materialistic half-court of Cartesian dualism, and tirelessly keep their dialectical merry-go-round spinning, by conspicuously ignoring key distinctions recognized by competent theorists the world over. What can one possibly say in the face of such determination? Only an awed silence seems appropriate.]

**Comment #7:**

Stu writes "One thing troubles me...I am a little nervous when Truth (capital T) is claimed."

Mathematicians claim Truth all the time. Indeed, because the truth-Truth distinction is just one of certainty, i.e. probability, everybody who claims "truth" (t) implicitly claims some measure of "Truth" (T), or the attribute denoting inclusion in a formal system or recognizable class of facts or perceptions mutually related by an inferential schema or "scientific theory" (which is required to exhibit logical consistency and thus to tacitly incorporate the formal system of logic). That is, scientific truth t is just the assignment of a subunary, usually subjective probability to logical truth T; if t does not come down to a probabilistic stab at T and thus devolve to generative logical inference, then it is meaningless.

T is recognizable in a formal system or inferential schema because it is a deductively heritable attribute. Thus, if T is present in an antecedent expression known by deduction or direct apprehension to belong to the system or schema of interest, then it is present in any consequent expression generated by the proper application of the rules of substitution governing the evolution of said system or schema. Unfortunately, while every claim of t is probabilistically defined on a claim of T, the observational model of science fails to support T and thus fails to support t (as a probabilistic function of T), thus putting science in default of its own validative criteria. A scientific theory is supposed to be isomorphic to its universe; if it is required to be consistent and thus to implicitly incorporate logic, but its universe is observationally modeled in such a way that the generative mechanisms of logic are excluded, then the required isomorphism is lacking, and truth is out of the picture.

This problem has everything to do with the "mysterious" relationship between mathematics and science. Science needs to apply mathematics in the course of theorization, and indeed predicates of various assumptions and hypotheses a kind of "empirical truth" based on probability functions of *mathematical* truth. Yet, its underlying observational model fails to map itself to the generative model of mathematical inference, and thus fails to support any kind of truth at all! This ultimately renders it incapable of decisively answering questions of any kind, let alone fundamental questions about the nature of reality. This is what the CTMU aims to fix.

Stu continues: "CTMU is based upon a set of tautologies and logical argument. My problem is that any logical/mathematical proof is a computation, and thereby falls under the theory of computation, a science. From that it has been said that proof theory has been misclassified, and it should be viewed as a science. If a science then the truths reached are tentative, albeit at a higher level than typical science truths are viewed."

Those who want to classify proof theory as an empirical science are those who want to use computers to prove mathematical theorems, e.g. as computers were used by Appel and Haken to "prove" the four color theorem. The idea is that as long as computers are executing programs equivalent to formal systems, they can be trusted at some acceptable level of reliability to correctly determine the validity of mathematical conjectures. Obviously, this approach relies on the premise that machines are faithful to the formal systems in which they are programmed. So we see that it is really formal systems which come first; machines are only being relied on to model those systems in the course of long and tricky inferential procedures.

In fact, computers themselves have emerged from a branch of mathematics (computation theory) dealing with abstract machine models amounting to generic formal systems. So no matter how you cut it, proof criteria remain logical rather than empirical.

**Comment #8:**

Stu writes that he is "still unsure due to the fact that it was your physical brain that produced the theory." The brain works in a regular way, and because brains are physically embedded in nature, this implies that nature possesses a constant syntax acting as a source of regularity (a syntax consists of the "regular" parts of a language, in this case the language of nature). Because the physical world cannot exist without regular laws of nature reflecting the invariants of its structure, dynamics and composition, syntax has priority, and the physicality of the brain cannot be used as an argument against this syntax or its reflexive implications. In particular, since the laws of logic are the most basic (and general) rules in this syntax, physicality provides no basis for criticizing logic, and because the CTMU is a tautological extension of logic, physicality provides no basis for criticizing the CTMU. Logic distributes over physics, not vice versa. The CTMU, like the rest of mathematics, is abstract and in this sense beyond concrete physicality.

Stu continues: "In an analogy with the computer producing proofs, the same criteria applies i.e reliability, ability to execute formal systems etc. As it is not possible to exhaustively evaluate your source code and hardware (to get confidence of correct functioning), we can only try to evaluate the output."

Because the CTMU is to some extent its own output - consider that the syntax of logic is self-generating - those who are unable to discover whether it deviates from logic by direct evaluation are unlikely to succeed by evaluating its output. The output must be properly interpreted, and anyone unable to evaluate the theory on its face would probably be unable to correctly interpret its concrete implications. In any case, since it is impossible to evaluate anything without applying logical rules of evaluation, anyone evaluating these rules and finding them inadequate would necessarily be proving his own evaluation inadequate in the process. By finding your own rules of inference in error, you'd be undermining your own reasoning and thus sawing the floor out from under your own feet. Because the CTMU is a tautological extension of logic, questioning its integrity entails the same kind of risk. As for the possibility that an error was made in developing the logic, the CTMU is straightforward enough to be checked without the aid of a computer.

In any case, we need to keep our eyes on the ball. When one devises a validation function based on an empirical procedure designed to confirm that one or more formal systems have been correctly applied, the argument of the validation function is still an abstract formal system. Those who suggest that mathematical results should be checked by computer are relying on (mechanically modeled) formal systems - I've already explained this above - and those advocating that validation be predicated on multiple runs or samples is proposing to apply yet another formal system to boot, namely the mathematical theory of probability. Again, no matter how you slice it, abstract structures rule the roost. They're presupposed by the very concept of physicality. The CTMU is about the entailments of this fact.

Stu then presumes that it is logically possible that an error has been made, and that the CTMU needs to be tested in some fashion before truth can be claimed. Good point; mathematical proofs, all of which lay claim to absolute truth (as implied by the term "proof"), get checked by other mathematicians all the time, and are sometimes found to be wanting. All I can say is, nobody's stopping anyone who knows how to do so from checking the CTMU. In any event, rational methods, and not empirical methods, are conventionally used to check mathematical reasoning. From a verificative standpoint, computers can do no more than confirm their programmers' logic.

Stu seems to acknowledge this when he writes: "In one sense no different to any claim of a mathematical or logical proof. But also against reality. Why? It needs an acid test in case the (potential) error is too subtle for anyone to spot (I am thinking here of Euclidian geometry, considered True for a long time before being shown to be incomplete). Just because CTMU may well turn out to be the best description of reality we have does not mean it can claim absolute truth. Or am I missing something obvious?"

"Absolute truth" - what you've been calling Truth with a capital T - denotes inclusion in an inferential language. That is, it denotes generation by the syntax, in particular the generative grammar, of the language in which inclusion is asserted. Absolute truth is claimed for the CTMU because the CTMU is identified by definition with cognitive-perceptual syntax and the relationship of that syntax to the language thereby generated, i.e. cognitive-perceptual (rational-empirical) reality. Regarding Euclidean geometry, the syntax status and absolute truth of which seems to be precluded by the putative independence of the parallel postulate, it is still syntactic in the sense that at the level on which it is formulated, it is the "local default geometry" of human cognition and perception. (Since even the spacetime manifold of General Relativity is flat in the microscopic limit, we cannot say that elliptical and hyperbolic geometry are vying with flat Euclidean geometry for conceptual priority. Geometrically, they can only be defined by reference to a flat tangent space representing their "average".)

**Comment #9:**

Jacob Aliet writes that “One thing that makes this discussion circular is lack of clarity. Clarity about meaning of terms being used. It is possible that the participants have tacitly sanctioned this ambiguity because it gives them wriggle room. ... Each claims correctness and each accuses the other of incapacity and so on an so forth. Which isn't useful.”

Since I agree with Jacob regarding the undesirability of circular and ambiguous dialectic, I’m not going to engage in it. If Jacob honestly wants to learn about the CTMU (as opposed to preserving or expanding his own wriggle room by ignoring my previous explanations), he can politely and sincerely ask constructive questions about it like anyone else can. On the other hand, if he’s already made up his mind that the CTMU is "useless" and simply wants to hold needlessly forth to this effect, then what more is there to discuss?

As those familiar with a broad spectrum of scientific literature can attest, Jacob and anyone else who shares his mindset can easily be pointed to any of ten thousand mainstream papers that are so full of abstruse technical jargon and/or nebulous, tentative, undefined or model-free conceptualizations that any layman would be lucky to wade through two consecutive sentences without mishap, let alone calculate their ultimate utility. Because I’m neither a cynic nor a sadist, I won’t do that. But because I’m not a masochist either, I see no need to let Jacob get away with insinuating that I’m the only technical author whose writing he is unable, for whatever reason, to understand or evaluate.

I’ve said it before and I’ll say it again: communication is a two-way street. When one person takes another to task for being a poor expositor, he runs the risk of being called a poor listener in return. I can only hope that my critics will bear this in mind. Meanwhile, if Jacob thinks that something I’ve written above is unclear, then why doesn’t he ask for specific clarification? If his question is meaningful and non-repetitive, I’ll probably try to find the time to answer it.

**Comment #10:**

Jacob Aliet states that "There is already a definition of 'scientific truth'."

No, there is not, except perhaps in the minds of people who don't understand the actual relationship between truth and science. Therefore, I do not require any special authority beyond that of the actual relationship to properly define it. Jacob also takes me to task because I "have not demonstrated that there are higher truths that escape our observational models." Because the derivation of mathematical truth relies on an axiomatic rather than an observational class of models, no such demonstration is immediately required (though it could easily be produced at a cost of yet more of my time). The shift from *truth* to *Truth* has nothing to do with "degrees of certainty"; it has to do with a sudden shift from an observational model, with respect to which truth is not inferentially accessible, to a generative model, in which it *is*. Thus, when Jacob later assures us that he "never did state that I cannot understand your writing," I'm afraid that no such confession will be necessary.

Jacob continues: "In your paper, you do not explain how CTMU can improve the scientific models as far as biological origins are concerned. Is there somewhere you have explained the applicability of CTMU to science?" The relationship of the CTMU to science has been explained (with reference to the paper) right here in this thread, as well as in other recent threads on this board. Jacob goes on: "As I understand it, its a reality model - it makes lots of sense even though it leaves some fundamental questions unanswered such as why and how SCSPL self-refines from the UBT. But we have many reality models some religious, some not." The reality model we're discussing is *logical*, and the fundamental questions cited by Jacob have been answered therein. Specifically, "why?" is answered by the Telic Principle, and "how?" is answered by telic recursion (please refer to the paper if you find this confusing).

Jacob says that the sentence "Foiling this endless-delay tactic in any final sense requires a generative-deductive theory of reality (the CTMU)" has been "formulated without any basis other than convenience." No. it hasn't. A major point of my paper was to explain that this is a logical necessity, and I've done so with full reference to the mathematics of propositional, predicate and interpretational logic. Jacob's glib denial of this indisputable fact again suggests that if he actually read my paper, he did not understand what he was reading. While I sympathize, I must again observe that communication is a two-way street.

Finally, Jacob asks a question that echoes the repetitive critiques interminably generated by the indefatigable Russell Rierson: "Reality originates from itself or from unreality? And if reality originates from itself - doesnt that mean its pre-existent/eternal? The idea of 'originates from' makes it temporal - in which case, where did the mother reality come from?" As I’ve already stated several times, reality originates autonomously from an ontological groundstate called UBT, which consists of pure telic potential that devolves, from a logical perspective, to a superposition of logic and nonlogic. I've already pointed out that this is the origin of superposition in quantum mechanics, which features the many-valued “splitting” of 2-valued logic with respect to physical content.

And since we're now on the recurrent topic of UBT, let's kill two birds with one stone and have a look at Russell's post itself. Russell writes “Interesting...I found the error? in Chris Langan's CTMU, in that the unbound telesis (UBT) contains all positive properties yet it itself has no negation, which means that it itself is not a positive property, therefore it cannot contain all positive properties. Goodbye CTMU?”

Despite my having addressed this issue in a previous thread, Russell is engaging in serial self-repetition. Again, he is trying to disprove the CTMU using the concept of UBT (unbound telesis), this time by way of the axiomatic method as employed by Kurt Godel.

As Godel himself understood but Russell evidently does not, axioms and the theorems derived from them must be interpreted in a *model* in order to be applied outside the axiomatic system in which they occur (in this context, application and interpretation are equivalent concepts). It follows that Godel’s reasoning can only be applied to those theories which share, and incorporate terms defined on, Godel’s theological model. Unfortunately, Godel was unfamiliar with the CTMU, and as a possible consequence of this, his model is not logically equivalent to the CTMU in all respects. In particular, Godel’s model fails to accommodate the concept of UBT. Does this mean that UBT is “not logical”, and thus has no place in a logical theory? Russell evidently believes this with all his might. But on this count, he is chronically guilty of oversimplification. For although UBT is indeed trans-logical, there can ultimately be no "logical theory” without it. This is because UBT is what provides SCSPL with a (primitive, pre-logical) "medium of existence".

As we might have expected, Godel's choice of a model is reflected in his terminology, and specifically in his usage of the term “contain” (a term that has been considerably extended in meaning by the CTMU, where it devolves to superposition). As I’ve explained elsewhere at considerable length, UBT does not “contain” bound telesis in the usual sense; it fails to distributively incorporate any concept of extension or duration, and this rules out standard containment. It is simply a trans-logical extrapolation of SCSPL which attends the suspension of intrinsic SCSPL constraint, and naturally incorporates not only SCSPL but its logical self-negation. It follows that although negation cannot be applied in the usual manner to UBT, which implies that UBT is not what Godel would call a "positive property", it nevertheless “contains” other positive properties in the sense that it represents the suspension of their definitive constraints, and the superposition of the things thereby distinguished.

Because SCSPL consists of a closed network of intrinsically-defined constraints (remember MAP?), the surface formulation of its mathematical structure does not explicitly require UBT. Most theorists in my position would probably take this as an excuse to skirt the issue and avoid controversy. But since UBT is an implicit logical necessity, I see no point in excluding it from the discussion. The main question regarding UBT, I think, is this: if UBT is essential to logic, then why does UBT appear paradoxical and therefore antilogical? UBT is not merely paradoxical, but “meta-paradoxical” by definition. What does this mean? Paradox is what results from self-referentially applying the negation functor of logic to logic itself within logical bounds, and avoiding paradox is precisely what gives logic its discernability and utility. But if avoiding paradox gives logic its utility, then logic*needs* paradox in order to have utility (where the utility of logic tautologically resides in its power to exclude the negation of logic, i.e. paradox). This means that both logic and paradox exist in a mutually supportive capacity. But if so, then there is necessarily a medium of existence - a kind of “existential protomedium” or ontological groundstate - accommodating both logic and paradox. UBT is simply the name given to this protomedium, and it is why the CTMU refers to reality as a “self-resolving paradox”.

Although Russell does not like the fact that UBT bears a disquieting resemblance to paradox, far better UBT than logic itself. If there were no medium in which logic could be negated - if there were no UBT - then logic would itself be indistinguishable from paradox, and in that case it and our world would fall apart. Does Russell want logic to fall apart? Maybe; maybe not. But I think it’s safe to say that Godel, a logician, did *not* want logic to fall apart, and this implies that he’d have been a fan of UBT.

Part of the problem here is that Russell does not accept the notion of null constraint; for him, there must *always* be some kind of constraint, and despite his inability to define it in juxtaposition to its complement, he takes the position that this initial constraint “just exists”. This, of course, disqualifies Russell from discussing (much less explaining) the genesis of the initial constraint, and in fact, it disqualifies him from even distinguishing the initial constraint from its complement. Sadly, failing to distinguish the initial constraint from its complement is to fail to *define or distinguish* the initial constraint, and this implies that Russell really has no initial constraint in mind after all. That is, while Russell seems to believe that there must be some sort of initial constraint, he cannot define this constraint by distinguishing it from its negation (if he could, then this would compel him to admit the existence of the complementary relationship between logic and nonlogic, and thus that both logic and nonlogic are superposed manifestations of something very much like UBT).

From the fact that UBT is a logically necessary self-extrapolation of logic, it follows that if Godel's theological model does not incorporate UBT, then Godel had no model of sufficient power to exhaustively characterize global reality. And if Godel lacked such a model, then his reasoning obviously cannot be used against the theory of global reality called "the CTMU". If I might be allowed a little wishful thinking, this suggests that Russell's "Goodbye CTMU" quip be replaced with a no-less-satisfying "Goodbye, Russell." But I suppose that would be asking too much.

In any event, I’m tired of repeating myself. I long ago reached the point of diminishing returns from even the most simplistic attempts to explain CTMU concepts to people who lack the ability or the willingness to absorb them (e.g. Pim, who I expect will forever fail to see any nontrivial difference between the CTMU and his own impenetrable, naively instrumentalist brand of naturalism). If ignoring repetitive criticisms is the only way for me to avoid a cyclical drain on my time, I’ll regretfully be forced to adopt such an approach. I hope that my present critics will try to remember this before sounding off again in their usual circular fashion.

**Comment #11:**

Jacob Aliet writes "Langan states, in response to my request, that he doesnt need to demonstrate that there are any truths that observational models alone cannot access. He however claims that observational models are inadequate in determining actual Truth. It is clear that whereas Langan complains that there are truths that require reality models and logicomathematical methodology (where there is none), he cannot provide even one example of such truths. I will leave that issue at that."

Examples of laws that cannot be proven generally true in observational models include the laws of gravity and inertia, Coulomb's law, the invariance of the speed of light, and any other physical law that Jacob can think of.**Proof**: The solar system is locally situated within the universe. Therefore, it is impossible to observe the entire universe from the earth. Therefore, no empirically falsifiable law that compactly expresses observations made from the earth or its immediate environs is observably true throughout the entire universe, and counterexamples to the law may exist in other locations. Therefore, the truth of the law cannot be observationally certified. Therefore, if its truth is to be certified at all, logicomathematical methodology is required (Q.E.D.). It's called *the problem of induction*, and what it means is that the power of deductive reasoning is ultimately absent from observational models.

Not satisfied with leaving it at that, Jacob then writes "Langan states : 'The shift from truth to Truth has nothing to do with degrees of certainty.' Langan had earlier stated : '...the truth-Truth distinction is just one of certainty.' ... Clearly, Langan is contradicting himself." Since the phrase "degrees of" is absent from my earlier statement, Jacob has erred again. The discrete logical distinction between certainty and uncertainty does not depend on incremental distinctions associated with "degree of confirmation", a concept notoriously riddled with intractable paradoxes from Hempel's Ravens to Goodman's Grue. Jacob then compounds his error by conflating the certainty-confirmation distinction with my earlier statement to the effect that so-called "scientific truth" comes down to a probabilistic stab at *actual* (logical) truth.

Jacob then asserts that "Langan does not explain the applicability of CTMU to science - a question me and Pim van Meurs have asked many times. He claims it has been explained in this very thread. I assume he is referring to the same contentious explanations that he offered earlier as answers." This is Jacob's third error. In a nutshell, I stated that the CTMU conjoins the generative model of logical deduction, which characterizes the CTMU itself, to the observational model of science (as detailed in the paper I published in PCID, where it is explained by certain duality principles including conspansive, topological-descriptive and constructive-filtrative duality). This explanation was factual rather than "contentious". This brings Jacob to 3 errors and counting.

Jacob then accuses me of "equating the telic principle to 'what God thinks is right'". I never made such a statement, and although something like this is implied by statements I actually made, Jacob has proven unable to work within the required implicative framework. Lest his incapacity fall short of a clean-cut error, Jacob then predicts that he will be told that "the Telic principle just is - the will of God." Unfortunately, this is subject to the problem of induction as outlined above, and I would not in fact have put it so starkly. This brings Jacob's error count to 4.

Not yet satisfied after having made four egregious errors, Jacob says that although it may be true that reality originates autonomously from an ontological groundstate called UBT, "there is no evidence that it is the case. It's just a hypothesis. I hope you are working on ways of supporting your ideas with empirical data." *Of course* I'm continuing to look for empirical data, and with some considerable success (since everywhere I look, I see existence rather than nonexistence). However, since UBT is essential to logic (as already explained), and since this constitutes powerful *mathematical* evidence that it exists, empirical confirmation is unnecessary...and Jacob has now chalked up error number 5.

Determined to break his own record, Jacob then writes that "being real itself means its bound...But if the UBT is real, then it is part of reality and reality then can't be said to originate from it." Although UBT is not bound by SCSPL, which accounts for the kind of reality that is central to science, Jacob makes seemingly deliberate errors of omission and misinterpretation. Nobody ever said that SCSPL reality is equivalent to the extrapolated level of reality ascribed to UBT; in fact, I've repeatedly said quite the opposite. Conservatively speaking, this brings Jacob's error tally to 6. He's batting a thousand and still going strong.

Six little lead balloons are sufficient to load the six-gun with which Jacob evidently wants to blow both of his feet off, but it never hurts to load up a spare magazine. So Jacob persists with "you have failed to explain how having a reality model like the CTMU can help improve the scientific truth of the earths rotation around the sun..." As I've explained, while the earth's rotation around the sun can be directly observed as long as it is in progress, the problem of induction (as manifest in Goodman's paradox) prevents the associated orbital mechanics from being generalized to all of time, and that's round number 7 in Jacob's extra mag. The erroneous accusation of non-explanation pushes the total up to 8.

Jacob then accuses me of "avoiding the question of what methodology one would use in falsifying the God-based reality model I postulated." Again he is incorrect; as I've stated on numerous occasions, logical tautologies like the CTMU are empirically unfalsifiable by definition. Error number 9.

Finally, Jacob states that I have "failed to define the terms I asked you to define. Terms you used in a novel and misleading manner. I guess we can repeat that communication is a two way street and leave them undefined." Since I have no idea what Jacob means, I guess we'll have to settle for 9 and leave it at that. (Then again, we can also give him a bonus point for his accusation of "contentiousness" in error number 3, elevating his score to a round and satisfying 10.)

So that about wraps it up. Thank you, Jacob, for wishing me "good luck in finding empirical support for the CTMU and its relevance to science". Although we don't really need empirical evidence for mathematical relationships, it's out there in profusion, and I therefore accord you a modicum of sincerity.

Now via con Dios (or not).

**Comment #12:**

Jacob Aliet writes "Langan states, in response to my request, that he doesnt need to demonstrate that there are any truths that observational models alone cannot access. He however claims that observational models are inadequate in determining actual Truth. It is clear that whereas Langan complains that there are truths that require reality models and logicomathematical methodology (where there is none), he cannot provide even one example of such truths. I will leave that issue at that."

Examples of laws that cannot be proven generally true in observational models include the laws of gravity and inertia, Coulomb's law, the invariance of the speed of light, and any other physical law that Jacob can think of.**Proof**: The solar system is locally situated within the universe. Therefore, it is impossible to observe the entire universe from the earth. Therefore, no empirically falsifiable law that compactly expresses observations made from the earth or its immediate environs is observably true throughout the entire universe, and counterexamples to the law may exist in other locations. Therefore, the truth of the law cannot be observationally certified. Therefore, if its truth is to be certified at all, logicomathematical methodology is required (Q.E.D.). It's called *the problem of induction*, and what it means is that the power of deductive reasoning is ultimately absent from observational models.

Not satisfied with leaving it at that, Jacob then writes "Langan states : 'The shift from truth to Truth has nothing to do with degrees of certainty.' Langan had earlier stated : '...the truth-Truth distinction is just one of certainty.' ... Clearly, Langan is contradicting himself." Since the phrase "degrees of" is absent from my earlier statement, Jacob has erred again. The discrete logical distinction between certainty and uncertainty does not depend on incremental distinctions associated with "degree of confirmation", a concept notoriously riddled with intractable paradoxes from Hempel's Ravens to Goodman's Grue. Jacob then compounds his error by conflating the certainty-confirmation distinction with my earlier statement to the effect that so-called "scientific truth" comes down to a probabilistic stab at *actual* (logical) truth.

Jacob then asserts that "Langan does not explain the applicability of CTMU to science - a question me and Pim van Meurs have asked many times. He claims it has been explained in this very thread. I assume he is referring to the same contentious explanations that he offered earlier as answers." This is Jacob's third error. In a nutshell, I stated that the CTMU conjoins the generative model of logical deduction, which characterizes the CTMU itself, to the observational model of science (as detailed in the paper I published in PCID, where it is explained by certain duality principles including conspansive, topological-descriptive and constructive-filtrative duality). This explanation was factual rather than "contentious". This brings Jacob to 3 errors and counting.

Jacob then accuses me of "equating the telic principle to 'what God thinks is right'". I never made such a statement, and although something like this is implied by statements I actually made, Jacob has proven unable to work within the required implicative framework. Lest his incapacity fall short of a clean-cut error, Jacob then predicts that he will be told that "the Telic principle just is - the will of God." Unfortunately, this is subject to the problem of induction as outlined above, and I would not in fact have put it so starkly. This brings Jacob's error count to 4.

Not yet satisfied after having made four egregious errors, Jacob says that although it may be true that reality originates autonomously from an ontological groundstate called UBT, "there is no evidence that it is the case. It's just a hypothesis. I hope you are working on ways of supporting your ideas with empirical data." *Of course* I'm continuing to look for empirical data, and with some considerable success (since everywhere I look, I see existence rather than nonexistence). However, since UBT is essential to logic (as already explained), and since this constitutes powerful *mathematical* evidence that it exists, empirical confirmation is unnecessary...and Jacob has now chalked up error number 5.

Determined to break his own record, Jacob then writes that "being real itself means its bound...But if the UBT is real, then it is part of reality and reality then can't be said to originate from it." Although UBT is not bound by SCSPL, which accounts for the kind of reality that is central to science, Jacob makes seemingly deliberate errors of omission and misinterpretation. Nobody ever said that SCSPL reality is equivalent to the extrapolated level of reality ascribed to UBT; in fact, I've repeatedly said quite the opposite. Conservatively speaking, this brings Jacob's error tally to 6. He's batting a thousand and still going strong.

Six little lead balloons are sufficient to load the six-gun with which Jacob evidently wants to blow both of his feet off, but it never hurts to load up a spare magazine. So Jacob persists with "you have failed to explain how having a reality model like the CTMU can help improve the scientific truth of the earths rotation around the sun..." As I've explained, while the earth's rotation around the sun can be directly observed as long as it is in progress, the problem of induction (as manifest in Goodman's paradox) prevents the associated orbital mechanics from being generalized to all of time, and that's round number 7 in Jacob's extra mag. The erroneous accusation of non-explanation pushes the total up to 8.

Jacob then accuses me of "avoiding the question of what methodology one would use in falsifying the God-based reality model I postulated." Again he is incorrect; as I've stated on numerous occasions, logical tautologies like the CTMU are empirically unfalsifiable by definition. Error number 9.

Finally, Jacob states that I have "failed to define the terms I asked you to define. Terms you used in a novel and misleading manner. I guess we can repeat that communication is a two way street and leave them undefined." Since I have no idea what Jacob means, I guess we'll have to settle for 9 and leave it at that. (Then again, we can also give him a bonus point for his accusation of "contentiousness" in error number 3, elevating his score to a round and satisfying 10.)

So that about wraps it up. Thank you, Jacob, for wishing me "good luck in finding empirical support for the CTMU and its relevance to science". Although we don't really need empirical evidence for mathematical relationships, it's out there in profusion, and I therefore accord you a modicum of sincerity.

Now via con Dios (or not).

**Comment #13:**

Regarding the "ideological war" in which he purports to be involved, Jacob writes that "No evidence has been offered that there are higher truths that the scientific method cannot access without reality models. No example of any Truth has been given whatsoever." Yet, the problem of induction has been explained to Jacob several times, and not a glimmering of comprehension has been displayed in return.

Although Jacob might honestly think that I'm dancing around his questions, what I'm seeing is Jacob dancing around the answers. Many of us have seen the late-night commercials for Life Alert, in which an elderly person falls to the floor and cries "Help! I've fallen and I can't get up!" To me, Jacob's posts cry "Help! I'm locked in a bad model and I can't get out!"

We've already established beyond all doubt Jacob's unmistakable propensity to err on the side of empiricism. To me, this is so utterly transparent that I consider any further discussion of these matters with Jacob himself to be futile. But if Jacob has some super-logician, some twinkling star in the academic sky, who in his sheer bureaucratic competence can put the brakes to the CTMU (or just to my "bad argumentation"), then bring him on. Of course, in my personal opinion, one might as well stick an apple in his mouth and hand over plenty of salt, pepper, and a bag of charcoal briquets while one is at it, since by the time I'm finished with him, he'll probably feel like everyone at the luau has had a piece, so to speak. For this, he'll have only himself and Jacob to thank.

I almost get the impression that Jacob may have heard some of my braver and more tireless critics refer to the CTMU as "bafflegab" and "word salad", claiming that it contains elementary mistakes in logic and/or set theory and/or [fill in the blank]. However, Jacob should probably exercise a certain amount of caution in the weight he ascribes to such critiques and their authors. You see, I've already met a number of those people on this or that Internet bulletin board, and if the truth be told, they didn't fare quite as well as they pretend they did, nor I so badly. If Jacob doubts this, then he's free to get one of the "really smart" ones, the most capable thinker and debater, to challenge me under his real name in a neutral forum. I predict that Jacob will have trouble finding any takers.

Although the stated excuse will probably run something like "superbrains is a waste of time," "nobody listens to that crap!", "the guy's ideas are nebulous and vapid," "he reminds me of my five-year-old", "we used to rap about that stuff over a bong!", "Langan understands nothing about *real* science" and so on *ad nauseam*, the real reason - a simple fear of defeat - will shed no glory at all on the reputation or self-image of the excusemaker. Those whom Jacob considers to be his behind-the-scenes supporters, those shadowy knights of the intellect, simply don't want to be humiliated in public, and they know or strongly suspect that it would happen just like clockwork. They'd rather watch *Jacob* be humiliated instead. I advise Jacob not to get sucked into the very trap they've learned, by means of hard knocks, to avoid. Remember, even if I were nothing but a big dummy myself, the CTMU is tautological, and that means I couldn't lose an argument over it if I tried.

Just a word to the wise. (Then again, Jacob might think he's treed me like a fugitive racoon, in which case his frame of reference is so alien to mine that I'm unable to advise him at all. In that case, I humbly beg his pardon and wish him Godspeed on the golden road to wherever it is he may be going.)

**Comment #14:**

Regarding the "ideological war" in which he purports to be involved, Jacob writes that "No evidence has been offered that there are higher truths that the scientific method cannot access without reality models. No example of any Truth has been given whatsoever." Yet, the problem of induction has been explained to Jacob several times, and not a glimmering of comprehension has been displayed in return.

Although Jacob might honestly think that I'm dancing around his questions, what I'm seeing is Jacob dancing around the answers. Many of us have seen the late-night commercials for Life Alert, in which an elderly person falls to the floor and cries "Help! I've fallen and I can't get up!" To me, Jacob's posts cry "Help! I'm locked in a bad model and I can't get out!"

We've already established beyond all doubt Jacob's unmistakable propensity to err on the side of empiricism. To me, this is so utterly transparent that I consider any further discussion of these matters with Jacob himself to be futile. But if Jacob has some super-logician, some twinkling star in the academic sky, who in his sheer bureaucratic competence can put the brakes to the CTMU (or just to my "bad argumentation"), then bring him on. Of course, in my personal opinion, one might as well stick an apple in his mouth and hand over plenty of salt, pepper, and a bag of charcoal briquets while one is at it, since by the time I'm finished with him, he'll probably feel like everyone at the luau has had a piece, so to speak. For this, he'll have only himself and Jacob to thank.

I almost get the impression that Jacob may have heard some of my braver and more tireless critics refer to the CTMU as "bafflegab" and "word salad", claiming that it contains elementary mistakes in logic and/or set theory and/or [fill in the blank]. However, Jacob should probably exercise a certain amount of caution in the weight he ascribes to such critiques and their authors. You see, I've already met a number of those people on this or that Internet bulletin board, and if the truth be told, they didn't fare quite as well as they pretend they did, nor I so badly. If Jacob doubts this, then he's free to get one of the "really smart" ones, the most capable thinker and debater, to challenge me under his real name in a neutral forum. I predict that Jacob will have trouble finding any takers.

Although the stated excuse will probably run something like "superbrains is a waste of time," "nobody listens to that crap!", "the guy's ideas are nebulous and vapid," "he reminds me of my five-year-old", "we used to rap about that stuff over a bong!", "Langan understands nothing about *real* science" and so on *ad nauseam*, the real reason - a simple fear of defeat - will shed no glory at all on the reputation or self-image of the excusemaker. Those whom Jacob considers to be his behind-the-scenes supporters, those shadowy knights of the intellect, simply don't want to be humiliated in public, and they know or strongly suspect that it would happen just like clockwork. They'd rather watch *Jacob* be humiliated instead. I advise Jacob not to get sucked into the very trap they've learned, by means of hard knocks, to avoid. Remember, even if I were nothing but a big dummy myself, the CTMU is tautological, and that means I couldn't lose an argument over it if I tried.

Just a word to the wise. (Then again, Jacob might think he's treed me like a fugitive racoon, in which case his frame of reference is so alien to mine that I'm unable to advise him at all. In that case, I humbly beg his pardon and wish him Godspeed on the golden road to wherever it is he may be going.)

**Comment #15:**

Jacob Aliet, determined to keep his error streak snowballing furiously downhill, claims that I think he has "super-logicians egging him on". If so, I hasten to point out that this was meant as sarcasm; I have no reason to believe that Jacob has any behind-the-scenes contact with anyone who actually understands logic. In response to my suggestion regarding a neutral forum, Jacob then alludes to the ARN board. While I can't recall losing a debate at ARN - quite the opposite, in fact - I personally do not regard it as a "neutral forum". In fact, I think that although it presents itself as an "ID-friendly" board, perhaps with the best of intentions, its policies and choice of moderators are somewhat inconsistent with this claim (which doesn't necessarily mean that things can't or won't change in the future). Jacob then accuses me of "intellectual bullying"; if being correct makes one a bully, I suppose he may almost have a point.

Jacob then says that somebody calling himself "Dayton" is perceived to have won an argument against me at ARN. I merely recall rejecting Dayton's peremptory claim that logic could reveal nothing about the geometry of the physical universe (something that Dayton, despite what he and others may like to think, can neither know nor prove). If Dayton still maintains that he possesses knowledge regarding this claim, then the burden of proof obviously remains entirely on Dayton, and this is a burden that to my own knowledge Dayton has never met. Consequently, Dayton's attempted vindicatation of doctrinaire empiricism with examples from geometry has gained no credibility since I first questioned it, and this makes Dayton and his erstwhile activities at ARN old and somewhat boring news from my perspective.

Jacob goes on: "One central question to the CTMU which many would like to know is how you intend to demonstrate corresponsence between the syntax in your reality model and real life phenomena. Because pushing around symbols and not mapping them to real life objects that they are supposed to map to really doesnt mean much if the correspondence cant be established." This was explained in the paper, but perhaps Jacob requires a bit of repetition and/or simplification. **Proof**: Suppose that there is some degree of noncorrespondence between cognitive syntax and perceptual content (observed phenomena). Then there exist items of perceptual content which do not correspond to or coincide with cognitive syntax. But if these items do not coincide with cognitive syntax, then they are unrecognizable, i.e. inobservable (since cognitive syntax is by definition the basis of recognition). But then these items are not included in perceptual reality (the set of observable phenomena), and we have a contradiction. Therefore, perceptual reality must coincide with cognitive syntax. This establishes the existence of the mapping to which Jacob refers, and we can leave the details for later.

Still unsatisfied, Jacob then makes a curious offer. "Subject to your willingness, I can organize a one-to-one discussion with one person on the CTMU. What we will need to establish is a clear topic of discussion and perharps specific areas of interest - maybe two - regarding CTMU. We can have a Formal Debate at infidels - look at some debates and the rules and procedures there. If its acceptable to you, let me know and I will start the groundwork. I am sure someone will pick the gauntlet. I suggest Infidels because it has that unique facility for Formal Debates - no room for cheerleaders. I hope the mod here doesn't take offense at this."

Is Jacob by any chance referring to "Internet Infidels"? If so, I'm afraid that this is not a neutral forum by any stretch of the imagination. It contains participants and moderators known for belittling and vituperating ID supporters, often by name and often to what seems to be the verge of libel. I believe it is sponsored by an organization which champions an ideology called "metaphysical naturalism". Strangely, this organization seems to define "metaphysical naturalism", a phrase which explicitly refers to a meaningful relationship between metaphysics and nature, in a way particularly friendly to materialism and even to atheism, which would seem to leave the term "metaphysical" clinging to the term "naturalism" like an abandoned spider web or the empty shell of a long-deceased barnacle. (This is only my opinion, of course; it is in no way associated with ISCID or its administrators or moderators.)

Finally, Jacob goes after Jason Young, in the process adding to his error streak. "Chris has just admitted that he has no empirical support for the CTMU [error] - and that he and others are still looking for some. That being the status quo, the CTMU is a logical construction that promises to be able to solve the problem of induction (for those who think its a problem). [If Jacob fails to recognize the problematic nature of induction, then this too is an error.] Until then, we are pushing symbols on paper and making conjectures [error] - any six year old can do that." [Error number 4 in this paragraph alone.]

I hope that the above proof of the existence of a cognitive-perceptual mapping, which is straightforwardly based on the definition of "recognition" with respect to any meaningful model thereof, proves helpful to Jacob, RBH and others who have had trouble with it in the past. In return, would it be too much to ask that Jacob find somebody else to hound for a change (besides me and others whose only crime is to display a little understanding of the CTMU)? Thank you.

**Comment #16:**

RBH claims that the proof I offered "is related to the potential for conflicts of 'direct apprehensions' question that I also asked and that was not clearly answered." He then elaborates: "According to Langan's theory, direct apprehension of the world is one of the two ways of accessing 'Truth-with-a-capital-T.' (The other is logical derivation.) It supposes that (human) perceptual content is in the end a veridical representation of reality: we all share the same perceptual content and there can be no real perceptual conflicts, only apparent conflicts."

My answer, which RBH subsequently repeats, was this: "It can be shown that if reality is connected - if we are really united in an objective manifold of common perception - this level of syntax [governing the relationship among the direct apprehensions of numerous subjects] must exist. Remember, science is primarily concerned with the formulation of general laws of nature as required for prediction, and these are just structural and grammatical components of this distributed reality-syntax." The clause "it can be shown" refers to the section of my paper dealing with syndiffeonesis, and that was clearly written. The direct apprehensions of multiple subjects tautologically require a joint medium possessing a unified description distributing over the medium as syntax. So as far as I'm concerned, RBH has been answered clearly enough, and without benefit of supposition.

Regarding "the agency for resolving potential conflicts among direct apprehensions", RBH quotes me to the effect that this agency is "the distributed cognitive-perceptual syntax of the self-spoken language of reality (or in CTMU terminology, of SCSPL)." This, says RBH, "embodies my reservations about the CTMU: it is (once again) a syntactic theory, a theory of symbols manipulated according to formal rules on the basis of the symbols' shapes ... (but) the general laws of science are not merely syntactic: they have content."

As I've previously made clear, the CTMU is actually a distributively self-referential theory which model-theoretically relates cognitive-perceptual syntax and its formal embodiment to perceptual content, which appears to us in terms of attributes conventionally called "physical observables". I've also made it clear that physical observables can be regarded as SCSPL predicates semantically bound by, and defined in terms of, SCSPL syntax. The laws of science, insofar as they can be logically certified, can be regarded as a (mathematically secondary) level of SCSPL syntax - that's what makes them "laws of science (as opposed to mathematics)" - and their parameters and contents are perceptual *arguments* of syntax *bound* by syntax.

The whole point of the proof which RBH dismisses is that if physical observables were *not* bound by SCSPL syntax, then they would be unrecognizable within the structure of SCSPL reality. In the theories of computation and cognition alike, to be "recognized" is to be bound by the accepting syntax of an acceptor (i.e., by the computational or cognitive protocols of an accepting automaton or entity). On the other hand, no binding = no recognition, which in the perceptual realm translates to "no perception". So In effect, any part of reality unbound by the syntax of reality would be unrecognizable to any part of reality itself, and would not be included in perceptual reality for real entities bound by SCSPL syntax.

RBH ends with the assertion that "Langan's existence proof above (subject to reservations associated with whether conflicts among direct apprehensions can actually be resolved that way) does establish that some mapping must exist, but it is the details that Langan says can be left for later that are in fact critical to assessing whether SCSPL's syntax is in fact the underlying syntax of the real universe. Without those details, that is, absent an explicit mapping from the symbols and operators of the syntax to the entities, processes, and relationships of the (perceptual) world, the CTMU floats in thin air, unconnected to what it is intended to explain. Without those details it is uninformative. Until those "details" are taken care of, it has no interpretation in terms applicable to the content of the perceptual world and thus no explanations."

Now we've arrived at the crux of what seems to be RBH's confusion regarding the CTMU. As I've repeatedly made clear, syntax is stratified, and the CTMU works from a high level of reality-syntax comprising certain tautological aspects of the relationship between syntax and the language thereby generated. As regards the basic structure of reality, nothing else need be supposed, assumed or conjectured. In particular, minute details of syntax need not be given. In fact, the CTMU is perfectly happy to leave many such details to empirical methodology. But this does not change the fact that empirical methodology is based on a model of reality which is artificially restricted with respect to SCSPL (in which it logically requires embedment), and is accordingly limited in its power to reveal "truth".

Thus, when RBH asserts that "it is the actual [detailed] mapping...that assigns meanings (interpretations) to the symbols being manipulated by the syntactic rules," he is not entirely correct. A certain level of meaning resides in syntax itself, and in the tautological relationship of syntax to language. To RBH's flat denial that anything of interest can be deduced about nature on that basis, I can respond only that as far as I'm concerned, it can be and has been. So although I respect RBH's right to disagree, I'm afraid that I consider him to have come out on the short end of this exchange.

**Comment #17:**

Parallel asks "where is Mr. Langan's SCSPL syntax? Apart from talking about an SCSPL syntax and tossing in a few symbols in the process, where in Langan's paper is the actual logicomathematical syntax? It seems that he merely describes what this syntax does, asking readers to assume that it exists and is logical without ever proving that it actually exists. Why argue over something that has never even been shown to exist? Where's the math? Where are the formal proofs?"

SCSPL syntax cannot be finitely enumerated. Nevertheless, as I've explained repeatedly above, it can be treated as a well-defined constant in its own right (provided that its existence can be established by means of syndiffeonesis and/or other concepts, something which has already been accomplished in plain view). This constant can then be implicated in relationships involving other variables and constants, e.g. a constant representing SCSPL as a whole. Given this fact, the PCID paper contains all the math I need to make my case, at least for those capable of understanding the kinds of math employed. As far as concerns formal proofs - that is, proofs in which concepts have merely been replaced with symbols - it is abundantly clear that any such proof would be thoroughly lost on anyone who has already displayed an inability to keep track of the concepts represented by the symbols.

Regarding my IQ, and for that matter parallel's IQ, they are not at issue here. Moreover, I have neither the intention nor the obligation to provide personal information to anonymous strangers, much less to an anonymous stranger who has gone to what I consider bizarre lengths to establish an adversarial relationship with me. Regarding the limitations of IQ tests, that's a controversial issue well beyond the topic of this thread, in the context of which it constitutes a transparent attempt at diversion.

**Comment #18:**

Parallel says "So the SCSPL syntax cannot be finitely enumerated, which means it cannot be enumerated." Not exactly; it only means that SCSPL syntax cannot be *completely* enumerated. The distinction between denumerability and nondenumerability in mathematics is very clear, and it has nothing to do with finitude. (Is anybody else wondering why parallel seems to have so much trouble with simple math concepts?)

Parallel then asks "How can an infinite syntax be known or evaluated?" As supporting examples of how SCSPL syntax can be referred to and implicated in mathematical expressions without finite enumeration, consider N (the natural numbers), R (the real numbers), aleph nought (denumerable infinity), sqrt(2) (an irrational number which evaluates to a nonrepeating decimal that cannot be finitely specified), and pi (a transcendental number that is the root of no algebraic equation). I could, of course, go on at considerable length, but as we can see, the quality of the objection merits no such effort.

Next, parallel complains that "it seems the SCSPL syntax is an inexpressible concept that is inferred to exist by way of other concepts. This sounds more like divination than logic, more like myth than mathematics." As the examples above make clear, logic and mathematics have no problem with concepts that are not finitely expressible.

Parallel then bellyaches that in response to his inane and prosecutorial "where's the beef?" line of questioning, I called him "stupid" and threatened him with a "knuckle sandwich". Strangely, I have no such recollection.

Finally, ignoring what he was told the first time around, parallel persists with his demands for personal information. Once again, I'm afraid that parallel is neither polite nor important enough to warrant any degree of compliance with his summary demands. But just so nobody can accuse me of not being helpful and modest, I'll gladly admit to having an IQ of 80, maybe even less, if parallel will direct us to a single Brainstorms post of his which is addressed to me (or anyone else) and even comes close to complying with the user guidelines established for this forum.

I hope that parallel finds these answers satisfactory. But if not, who cares?

Now let's move on to another cynosure of constructive criticism, the irrepressible Jacob Aliet. Although I'm almost as tired of Jacob's meaningless and repetitive banter as I am of parallel, I'll take just enough time to call attention the following excerpts:

"This is the first time I am actually experiencing Langans monumental word-twisting ability. He took my words,twisted their meaning and then attacked them in their novel form. I do not know whether he does this for his personal amusement or just for the cheap thrill of annoying people. I never suggested ARN as a neutral board and I never accused Langan of intellectual bullying. I made it clear that I was stating other peoples opinions."

[Jacob is evidently referring to his previous post, which contains another shining example of his constructive brand of participation here: "Many have complained of your intellectual bullying and others that your ideas are too nebulous to hold a discussion on. Almost inexorably, it seems to me, your ego comes to the fore and the discussion degenerates. Geometry = Logic? Not exactly thread comes to mind. Some say Dayton kicked some \*\*\*.]

The last time I checked, Brainstorms was not supposed to be about instigating trouble and fomenting discord through the importation of interpersonal hostility from other forums. Unfortunately, Jacob's post only deteriorates from there, alternating spasmodically between personal denigration and the supposed need to specify, contra Godel's theorems and a number of other mathematical relationships, every single teensy-weensy rule of SCSPL syntax down to the last iota.

I've said it before and I'll say it again: the general mathematical relationship of syntax to language does not presuppose the exhaustive enumeration of syntactic rules, but treats them in the aggregate. If Jacob finds this to be a problem, then the problem exists solely in the minds of Jacob and other wide-eyed neophytes uneducated in linguistic and grammatical algebra. And whether Jacob likes it or not, this is as cold, hard and irreversible as a fact can be.

As we all know, constructive and insightful criticism can help one to refine, clarify or correct one's ideas, and I've never held myself forth as an a priori exception. But sadly, this is not the kind of criticism we've been seeing from Jacob. There's an old saying attributed to Mark Twain: "It is better to be silent and thought a fool than to open one's mouth and remove all doubt." I can only suggest that Jacob consider whether it might, in some small way, apply to him.

# Organisms Using GA vs. Organisms being built by GAs

**Comment #1:**

No, charlie d. (Why does this sentence ring so many bells for me?)

In physics - the root of "physics", "physis", means "nature" in Greek - energy is the capacity to do work, or action over time. Work is force times the displacement of a chunk of matter in the line of action.

Quantum mechanics is a big part of physics. But in the coherence phase of the wave function, there is no observed chunk of matter on which to perform work (to observe the matter would be to collapse the wave function). You can take it on faith that the matter is there in compact form, e.g. riding a "pilot wave", but you can't back it up scientifically. That's because according to quantum mechanics, its concurrent properties must commute, and due to uncertainty, this rules out half of the observables that we ordinarily require matter to possess. Anything analogous to energy in the coherence phase would be influencing probability, not matter; it is pregeometric in Wheeler's sense of the term. We can call it "meta-energy" if we like, but it doesn't fit the physical definition of "energy" per se.

Obviously, given the etymology of "physics", the inclusion of quantum mechanics in physics implies its inclusion in nature. Therefore, that which is implied by quantum mechanics, including meta-energy, is not "supernatural".

Regarding your exhaustive classification of ID theories, that too is incorrect. In my theory, nature is self-selecting and cannot be distinguished from God on any but the most superficial level.

It makes no difference to me, by the way, how many ID proponents (or non-proponents) have or have not thus far been perspicacious enough to invest in my theory. It suffices for you to know that I'm a fellow of ISCID, that my theory posits a form of "intelligent design", and that it defines nature in such a (comprehensive) way as to require no supernatural intervention of any kind.

Just a little reminder.

Chris

**Comment #2:**

Gedanken: “If one is dealing in “natural causes” then one can deal with empiricism. One can deal with observation of nature.”

Unfortunately, it cannot be scientifically proven that everything relevant to nature, all of which should of course properly be \*included\* in nature, can be \*differentially observed\* in nature. One can recite the scientific method like a litany, but that doesn’t help.

Empirical methodology fails to confirm higher-order descriptions (of the structure of reality) because of the observational requirement that structure must resolve to the object level. Because it would be improper to prejudicially limit "nature" to the object level when any meaningful description of nature contains higher-order properties and relationships not necessarily requiring object-level resolution – you can make such an assumption if you want, but being able to back it up scientifically is quite another matter - empirical methodology holds only a limited amount of water.

But that's really not so bad, because science already makes heavy use of rational methodology in the formulation of "empirical" hypotheses, and of course, in the formation of theories. So we can simply widen our definition of "science" and "nature" to include the mathematical sciences and mathematical truth. Scientific methodology would thus be extended to accommodate higher-order causation.

“If intelligence is not “beyond natural” or “non-natural” or “extra-natural” then we should also be able to analyze intelligence itself empirically.”

Only if we admit the domain of definition of "intelligence", which is by definition rationalistic (that’s what intelligence means) as opposed to empirical, as a legitimate part of "science". Sadly, the majority of scientists have not yet opted to do this. But until then, no amount of objection will prove that science must admit only the behavioral correlates of intelligence.

Personally, I’ve always found it a bit incredible that people as intelligent as scientists want to exclude from science the domain of definition of that which allows them to do science. But for some reason on which I’m apparently not qualified to comment, it appears that this remains the case.

Chris

**Comment #3:**

quote:

”Precisely. Exactly what I meant: therefore, zero energy can do exactly zero physical work. Now, if you try to put yourself in the shoes of an omnipotent intelligence (I am sure that won't be so hard ), and you have to impart some information change to some physical being, there is simply no way to do that without doing some physical work (may that be mutating a single nucleotide to allow an adaptation to ensue, or assembling all-grown humans from mud and spit, or telling a bearded man on a mountain what your laws are). Unless of course, you use some supernatural method that is not subject to the restictions of the laws of physics.”

I'm afraid you're missing the point again, charlie. The "work" you're talking about requires something analogous to energy that acts on probabilities in coherent wavefunctions. It is not "physical energy" in the classical sense, and therefore is not necessarily apportioned by distributed laws of physics. Therefore, its effects may be localized and nonreplicable.

quote:

”This ultimate "free lunch", ironically, seems to be the only proposal for a design mechanism mainstream ID theorists like Dembski could come up with.”

This is not a "free lunch", charlie. The word you may be looking for is "teleology". (As for Bill, didn't he name his book "*No* Free Lunch"?)

quote:

”I guess one can also envision some sort of "cosmic" front loading in which it is the laws of physics themselves that determine everything else, but that's apparently a no-no to Dembski and most other IDists (it would be indistinguishable from naturalism, after all).”

Speaking just for myself, I usually base my assertions on logic, so I usually forego what you might consider the obligatory opinion polls among ID theorists. But I will say that in its logical structure, front-loading is quite distinguishable from philosophical naturalism, which offers no explanation whatsoever for the laws that are being teleologically front-loaded. If philosophical (or methodological) naturalists themselves can't see this due to their restricted definitions of "nature", that makes little difference to those with broader perspectives embracing logic and nature to their full extent.

quote:

”As for your theory, I can't say I understand it, but if you say it's ID, then I believe you. It's however unclear to me if you ever proposed any physical mechanism for your cosmic model; as far as I could tell, it was a purely logical construct. I should note also that membership in ISCID does not necessarily make one an Intelligent Design proponent. Ask Micah.”

Of course, I realize that you do not understand my theory. But as a matter of record, it was explicitly presented as a theory of intelligent causation before the latest public round of this controversy even began in earnest. And regarding *physical* as opposed to *natural* mechanisms, the scientific verifiability of such distinctions and restrictions on "mechanism" is precisely the issue at hand.

quote:

”Now, going back to the real substance of the issue being discussed. LGT, mutation and all the other ways that a designer could act are of course natural mechanisms, but that's not the point. The real problem is to explain how the designer implements them. For instance, I can intelligently mutate a gene in bacteria or even mice, but that's not supernatural, because I can give you a detailed protocol to do it that does not defy the laws of nature. If the designer does the same, ID proponents should spell out how.”

Maybe, but you certainly cannot give me a detailed protocol that verifiably does not defy the laws of *probability* in any finite model of nature. As for me, I've already spelled out a new class of mechanism. I've explained that a certain model of reality contains a kind of "mechanism" called "telic recursion" that involves pregeometric feedback between, and mutual adjustment of, (more or less localized) physical laws and states in the maximization of intrinsic utility. I've explained that it involves certain properties and processes of a new kind of causal manifold. And I've explained that telic-recursive mechanisms are *natural* mechanisms to exactly the extent that logic and mathematics are "natural".

As information about this model is published at ISCID and elsewhere, you'll have the same access to it as anyone else (should you wish to avail yourself of it). Meanwhile, I reserve the right to interject when uninformed parties assert its nonexistence.

Chris

# T-Duality Universe

**Comment #1:**

Parallel claims that UBT paradoxes have been articulated. However, "paradox" is a rather exacting concept, and as I've already pointed out, it is to be carefully distinguished from items of confusion in the minds of people still struggling with basic CTMU concepts (on which I'm probably the final authority if only because I constructed the theory). What one would have to do to show that UBT generates a paradox is involve it in a statement of the form "x = not-x", prove that the CTMU assumes or logically implies this statement, and then show that the statement, and the predicate x around which it is formulated, cannot be consistently interpreted in any model of the context to which it refers. This kind of thing is always a tall order, and in the present instance, it would require considerably more understanding of the model under discussion than I've seen from certain of its critics.

In fairness to Parallel, he seems to attempt to specify a paradox when he opines that "the undefinable" cannot have well-defined properties such as “unbound”, “without restraint”, and “zero extension and duration”. But this attempt is a bit hard to figure, since if the property "undefinable" is well-enough defined to be *contradicted* by the properties “unbound”, “without restraint”, and “zero extension and duration” as Parallel maintains, then it is well-enough defined to be described by them as well, particularly with respect to a model involving syntactic and presyntactic stages. Because Parallel does not take account of such a model, he can't be talking about the CTMU. What Parallel *is* talking about, only he knows for sure.

Parallel then goes on to ask "If defining the undefined is not paradoxical, pray tell what is?" To this question, one can only answer that trying to pin any discernable measure of extent or duration on the undefined would be paradoxical indeed. Where no extension or duration can be discerned (because they are undefined), none might as well exist. The situation is really very simple: where things are referentially mapped onto a syntax-free domain, no difference can possibly be discerned between them with respect to that domain (although they may be distinguishable in another domain with a syntax which supports spatial, temporal and other distinctions). The measure of difference between them is just the measure of distinguishing information or constraint (0), and because information is the currency of science, that's a scientific fact.

Parallel then asserts that standard big bang theory "does not seem to generate such noisy paradox". Unfortunately, for all of its strengths, the Standard Model is as full of holes as a Swiss cheese factory. The only way it can appear free of paradox is if one refrains from looking at it too closely.

Parallel opines that there is no need for a final TOE in contemporary ID inquiry, holding that the current purpose of ID inquiry is to set criteria for the validation and falsification of ID hypotheses. For some of those in the ID movement, this is no doubt true, but in any case, establishing such a criterion is as much a matter of philosophy as of science. Truth and falsity, validation and falsification, are problematic concepts. One can take any of a number of approaches to these concepts, including those associated with verificationist, falsificationist, identity, correspondence, coherence, pragmatist, deflationary and other theories of truth, and come up with any number of positions regarding what makes a proposition valid or invalid. Again, what it comes down to is that one needs a global, fundamental model in order to fundamentally define (and answer questions about) concepts like truth, existence and causality, and to this model corresponds a TOE grounded in logic and philosophy.

Parallel states that "if we find a complex machine (like DNA) and wish to determine if it was created by some intelligent designer, it is not incumbent upon us to explain where that designer came from or what he looks like or what he had for lunch." Looks and lunch menus aside, it is in fact quite important where the designer came from, for by direct causal regression, the ultimate source of that which is designed is identical to the source (of the source...of the source) of the designer. Without this level of inquiry, one cannot hope to understand the true character or extent of the designer's "intelligence", or even whether "design" is an appropriate concept. In the final analysis, such questions cannot be separated from questions regarding the designer's nature and origin.

**Comment #2:**

Some of the posts in this thread touch on the concept of "physical infinity". Aside from the question of whether infinite space is paradoxical a priori, physical counting processes are finitely limited. (To understand why, just ask yourself how long it would take you to count an infinite number of small physical objects.) Physics is constructive by nature; that which is logical but cannot be finitely constructed is metaphysical in the analytical sense. Thus, although infinite nestings of sets and spaces are sometimes assumed to exist in the realm of pure mathematics as products of transfinite induction, it has never been shown that this abstraction possesses a physical analogue.

Transfinite geometry preceded transfinite arithmetic by millennia. Long before Georg Cantor discovered transfinite arithmetic, the ancient Greeks were wondering about an infinite cosmos and the flight of arrows along infinitesimally converging series of intervals. General solutions for these problems (if not their corresponding notations) were offered considerably before Cantor, and Cantor's work arguably adds no physical or philosophical, as opposed to algebraic, insight. In any case, certain problems that existed before Cantor made the scene remain controversial to this day, and the physical sciences still lack anything resembling a blanket justification for the physical application of transfinite algebra (a criticism that does not necessarily apply to the CTMU). Therefore, it seems questionable to single out anybody's theory in particular, especially the CTMU, for special criticism because some particular person feels that he or she has not been satisfactorily edified regarding the troublesome problem of infinity.

To some extent, the situation can be viewed in terms of the distinction between perceptual reality, consisting of that which can be perceived or experienced, and cognitive reality, i.e. that which can be conceived. Perceptual reality is finite (constructive) with respect to perceptions involving countable processes and the spatial or objective components thereby enumerated. Physical constraints or laws, on the other hand, can be infinitary, involving infinite series, differential equations and renormalizations. But the whole point of non-finite quantities and processes is that *they cannot be actualized in any completely finite, physically countable way*. Thus, infinitary laws of nature are just what any decent logician knows they are: metaphysical ingredients of a cognitive metalanguage of perceptual reality. The CTMU merely develops the implications of this distinction.

In a qualified sense, I agree that we need a rigorous definition of the relationship between unbound and bound (actualized) potential. To some extent, there already is one; for example, the CTMU rigorously applies a strong self-containment criterion of which other theories fall abysmally short. However, the idea that everything can be reduced to "mechanics" is highly dubious, especially insofar as it seems to preclude any explanation of the genesis of mechanics itself. It is also highly dubious to speak of a "transformation" or temporal "transition" from unbound to bound "states", since prior to binding, nothing is well-enough bound to coherently serve as a "state" or any other kind of transformational argument. A major point of CTMU cosmogony is to let the logical SCSPL universe serve as its own transformational argument, and to eliminate the need for an initial "transition" in the usual simplistic sense. The ontological potential described as UBT brings nothing into being that was not in a way "already there"; in the sense adumbrated by John Wheeler, it is pregeometric = pre-spatiotemporal = pre-temporal and not itself subject to temporal ordering operations, all of which presuppose syntactic coherence and are necessarily intrinsic to SCSPL systems. A salient feature of CTMU cosmogony is that the pre-temporal cosmic potential of any particular SCSPL universe fails to coherently distribute over UBT, and is therefore not distributively identifiable with UBT.

Regarding the assertion that the actual "cannot create itself because this transition is \*primary\* i.e. before any type of \*temporal\* feedback can occur, or timeline is created," this would seem to be a profoundly unwarranted statement. By definition, a primary transformation (in a sequence of evolutionary transformations) is merely a self-contained transformation that does not require external prompting or an external antecedent, and this criterion is satisfied by a reflexive transformation in 3-way coincidence with its domain and codomain. If the point of coincidence "was always there" in the form of an externally unactualized, unevolved atemporal potential, then no external transformation is required. With anyone who fails to see this, I really don't know what more there is to discuss. Suffice it to say that any such person is stuck with a set of intractable paradoxes that he can neither resolve nor constructively circumvent, and that such a person is obviously in no position to criticize anybody else's means of circumvention.

That being said, I couldn't help but notice the ongoing disagreement regarding UBT and n-valued logic. UBT is not a logic; that is, it lacks any distributed syndiffeonic structure. It makes no difference how many values one tries to pin on it; nonlogic is nonlogic. Instead of a syndiffeonic interplay of freedom and constraint, there is only freedom. (We can, of course, define "nonlogic" by applying the negation functor of logic to logic itself, something that is logically necessary due to the self-referentiality of logic. Deny this, and logic becomes non-self-referential even in principle, and thus cannot be used to explain itself or anything that it characterizes.)

What about logical systems? For the expression of structure, 2-valued logic (2VL) is a necessary and sufficient criterion. In any structured (syndiffeonic) system, everything finally comes down to 2VL. We can come at this fact from below and from above. From below, we merely observe that because 0VL and 1VL do not permit nontrivial distinctions to be made among syntactic components, they do not admit of nontrivial, nonunary expressive syntax and have no power to differentially express structure. From above, on the other hand, we note that any many-valued logic, including infinite-valued logic, is a 2-valued theory - it must be for its formal ingredients and their referents to be distinguished from their complements and from each other - and thus boils down to 2VL. So 2VL is a necessary and sufficient element of logical syntax for systems with distributed internal structure. Infinite-valued logics can add nothing in the way of scope, but can only increase statistical resolution within the range of 2VL itself (and not individual resolution except in a probabilistically inductive sense).

For those unfamiliar with the CTMU concept of syndiffeonesis - and it has already been explained at some length - it captures the interplay of freedom and constraint in a relational context. Synesis is distributive, deterministic sameness with respect to a coherent antecedent constraint such as a definite combination of law and state (and corresponds to an algebraic identity), while diffeonesis comprises differences among possible consequential constraints. This reflects the fact that bound telesis is bound freedom, and that imposing a constraint on freedom, i.e. logically binding it and conspansively bounding it, cannot destroy the essential nature of that which is bound. This is why the wave function is the fundamental unit of reality in quantum mechanics; the multiplexing of possibilities in the wave function is just absolute freedom expressing itself (through symmetric diffeonesis) within the bounds of synetic constraints consisting of laws and states. The wave function expresses the freedom of UBT within a distributed mathematical constraint consisting of 2VL and Hilbertian operator algebra. It is by virtue of syndiffeonesis that we can speak of the intrinsic structure of a medium. UBT lacks syndiffeonesis because it admits of no coherent distributed (syntactic) constraint; from the viewpoint of 2VL systems which take "singular" form with respect to it, freedom is all that it has in any distributive sense.

I can't help but be a bit taken aback when people who talk authoritatively about quantum mechanics, uncertainty, infinite-dimensional Hilbert spaces, infinitely-nested spacetimes and other clear manifestations of absolute freedom rail against UBT. Where do they think all of that freedom comes from? From constraint? Constraint is deterministic. Even if we posit the existence of a primal constraint which drives a deterministic many-worlds (relative-state) multiplexing of state and thus "creates freedom", what accounts for the nondeterministic (telic or aleatory) mapping of our consciousness into one particular history among the infinite possible histories thereby "created"? Again, we are forced to confront an inevitable fact: freedom is built into the microscopic structure of reality, and because the wave function is a stratified affair ultimately embracing the entire cosmos (regardless of the number of ulterior spaces in which our immediate reality is nested), it is built into the macroscopic structure of reality as well. Quantum mechanics, syndiffeonesis and UBT go together; remove any one of them, and all that finally remains is a teetering pile of paradoxes waiting to collapse.

The bottom line, I suppose, is that insofar as mainstream theorists can't even come close to explaining cosmogony or difficult related concepts like infinity, they and their supporters have no business specifically targeting theorists who have chosen not to be limited by their scientifically obstructive conceptual handicaps. In a word, people in theoretical glass houses shouldn't throw stones, or delude themselves (or others) that the CTMU fails to shed light on problems that more popular theories fail to even address. The only way that someone could possibly make such a claim is if he understands virtually nothing about the CTMU.

**Comment #3:**

Rex Kerr opines that since demonstrating the unique existence of the incomprehensible is probably not possible, "using the singular 'it' to refer to Tao-UBT should be taken as a linguistic convenience only and not indicative of anything about Tao-UBT."

How true. Mathematically, it is indeed convenient that variables can be defined regardless of multiplicity of content, and can thus be referred to as “it”. But on a deeper level, the UBT issue is all about whether the negation functor of logic can be applied to logic itself to yield non-logic, which together with logic would approximate UBT. If not, then logic has no complement and must be taken as a primitive constraint. This pretty well captures the falsificationist viewpoint, according to which logic is tautological and therefore trivial, in light of which some people may find it shocking that (e.g.) their digital computers and all of the symbolic reasoning that went into their development and everything that they can be used to calculate and simulate are “trivial”.

But Rex's viewpoint leads to a couple of even more dire problems. (1) That which has no complement is *indistinguishable* from its complement and therefore contains zero information. But if logic has no informational value, then neither does logical consistency. And if logical consistency has no informational value, then consistent and inconsistent theories are of equal validity. Oops...goodbye, math & science! [Don’t you think that maybe it would be better to take something else other than logic as "that (primitive entity) which has no complement", and that maybe this trans-logical, pre-logical something should be taken as a mathematical criterion of meaningful scientific theorization?] (2) If logical functors cannot be applied to logic as a whole, then logic cannot serve as a metalanguage of logic. But then logic is in no way self-explanatory, and we’ve run into an explanatory brick wall due to which certain urgent questions, including questions at the very heart of the ID/neo-Darwinism controversy, may be unanswerable. After all, if logic cannot in any sense be logically explained, then neither can that which is necessarily formulated in terms of logic...e.g., everything of interest to science.

Rex then guesses that the structure (of UBT) is more like that of a filamentous mold-like spot of comprehensibility, which by analogy one could imagine being imbedded in an infinite sea of incomprehensible cheese. “Ah”, he asks, “but is it Tao-UBT-cheese, or Tao-UBT-bread?” All that one need add to this colorful and witty metaphor is a bottle of vino and a few paintings, and one has an art gallery buffet!

Rex then owns to being amused by these discussions “since for the most part postulating extra incomprehensible stuff has no impact on anything we do or experience, since you could replace it with different stuff (or no stuff) and we'd never know the difference.” But of course, this says more about the limitations of current scientific inquiry than it does about the logical structure of scientific theories. In fact, the question of whether the universe is free or deterministically constrained is clearly relevant to questions like biological evolution and free will, and the relationship between freedom and constraint ultimately comes down to that between UBT and logic.

**Comment #4:**

Rex Kerr notes that some questions may be unanswerable, including questions involving biological evolution and free will. While this may be a reasonable starting hypothesis - we do, after all, have undecidability, uncertainty and various kinds of model-theoretic ambiguity to consider - it requires rational or empirical support with respect to any given question. Until such support is given, it implies nothing about the structure of the universe, particularly with regard to which questions can or cannot be answered, easily or otherwise, by rational or empirical means. It is probably more constructive to concentrate on what the universe, broadly including logic and mathematics, *can* tell us, at least until we have the means to define hard epistemological limitations of the kind that Rex seems to anticipate. This, I think, is more in keeping with the pursuit of knowledge and the spirit of scientific inquiry.

Regarding Rex’s mold metaphor, he is in a better position than I to affix the mold labels, the cheese labels and the bread labels. It is, after all, his metaphor. However, since UBT and SCSPL are my concepts, I’m probably the one to say whether or not his metaphor holds water relative to their relationship. Unfortunately, I’m afraid that while I find the metaphor droll, I just don’t see much illustrative value in it. Nor, I daresay, would many Buddhists.

Rex conjectures that logic may not be completely explicable by logic, and that as comforting as the putative global and universal applicability of logic might be, it unnecessary for doing science. As I’ve already pointed out, this merely sets a limit on the kind of science that Rex is content to do. Although Rex states that “practically everything we use science for can be done with systems that are locally consistent and/or locally logical”, local logic and local consistency, even if they can be coherently defined, are inadequate with respect to answering questions of a global or fundamental nature, e.g. questions regarding existence, origins and causality. Thus, according to the limits that Rex has imposed on science, ordinary scientists would have no business attempting to address such questions, and should leave questions about the true nature of biological origins and evolution to theorists who are less limited in their approach. (Then again, I suspect that many scientists would prefer to question their limitative assumptions rather than suffer the epistemological consequences of failing to do so.)

Rex professes a lack of understanding as to why not having a complement is the same as being indistinguishable. The standard answer, of course, is that since information always restricts (or constrains) a potential by eliminating its alternatives therein, nothing to which informational value can be attached lacks a complement (in some probability space). For example, since observing that something exists is to rule out its nonexistence - existence and nonexistence are complementary states, provided that we conveniently classify nonexistence as a "state" - such observations distinguish existence from nonexistence and thus have positive informational value. On the other hand, that to which no information at all can be attached cannot be said to exist, and is thus indistinguishable. Because this applies to consistency and inconsistency, it also applies to logic and nonlogic.

Rex then presents the example of wavelength, saying that while it “doesn't have a complement, it's a perfectly usable quantity.” However, wavelength, like any other quantity, has meaning only with respect to a perceptual and cognitive syntax according to which it is defined and measured. First, it is not clear that the predicate “wavelength” cannot be considered to have a complement in this syntax, e.g. a complement consisting of all other predicates in that syntax (and so on). Secondly, what we’re really talking about here is the complement not merely of a predicate, but of an entire syntax, and we’ve already explained why such a complement is necessary. Specifically, we explained that if the syntax of logic were to have no complement, then consistency and inconsistency would be impossible to distinguish either locally or globally, and concepts like “truth” and “science” would be meaningless. Because the truth predicate is global by nature and cannot be locally confined, it gives way not to “localized truth” when cut off from global criteria, but merely to uncertainty. Conversely, anything about which an observer can be locally certain relies on global syntax, i.e. on mental syntactic structures that he or she cognitively and perceptually distributes over everything that he or she thinks and experiences.

Rex then states that "'logic' and 'not-logic' is a contradiction, under logic, so if logic admits both 'logic' and 'not-logic' then logic is self-contradictory." Not if it treats nonlogic as something which is excluded by logic in any given model, for example a nondistributive lattice. He then observes that “there's no problem with having non-logical statements, just allowing the entire theory of logic and the theory of not-logic to simultaneously exist in the same model.” Although I see where Rex is coming from, logic and nonlogic can in fact exist in the same model, e.g. a nondistributive lattice, provided that nonlogic does not interfere with logic in that part of the model over which logical syntax in fact distributes, e.g. the Boolean parts of the lattice. That the non-Boolean parts of the lattice approximate poorly-understood relationships among Boolean domains is irrelevant to the value of such "non-logical" models, as we see from the fact that nondistributive lattices permit the representation of real noncommutative relationships in quantum mechanics.

**Comment #5:**

Russell Rierson says that "The (UBT) potential has no cognitive machinery to recognize its refinement from ... ‘itself’,..."

Since UBT is not to any extent refined except within an SCSPL domain, it needs cognitive machinery to recognize itself *only within that domain.* And that’s where the cognitive machinery is in fact present, right there in the self-refining SCSPL domain. Because SCSPL syntax fails to distribute over UBT, neither does the associated machinery, *but it doesn’t have to*. It need only coincide with the SCSPL which is undergoing self-configuration. Since I don’t know how I can make this any clearer, I request that if you still don’t understand it, you think harder about what has already been explained regarding it (including a bit more that I’ll write below).

Russell continues: "...and the refinement can only infer the existence of this most fundamental \*ontological groundstate\* quantity. We know from discussion that the unbound potential is not equal to bound potential because they are defined as two separate things,..."

No, UBT and SCSPL are not defined as "two separate things", any more than a chunk of ice floating in a pond is a "separate thing" from the water in the pond. The water in the pond is where the chunk of ice came from and what it is essentially composed of, but the crystalline lattice structure of the ice does not distribute over the pond, and the water in the pond is not distributively bound by this structure. The molecules in the liquid-phase H20 have more degrees of freedom than those in the ice; they are less constrained, and less bound. All that you need do in order to apply this analogy is to take it to its logical conclusion while generalizing your usual idea of containment, replacing ice with SCSPL, the pond and its molecules of liquid water with UBT, and the crystalline molecular lattice of the ice with an SCSPL logic lattice, and to relax your grip on the tidy little picture of a chunk of ice with extrinsic measure bobbing around "in" the water. Any metric imputed to UBT must be intrinsically derivable within SCSPL domains (e.g., by intrinsic mutual exclusion).

Russell concludes: "...yet the unbound potential is described as the "ontological ground state" of bound potential."

Yes, just as a pond full of water in which a chunk of ice forms by an intrinsic phase change can be regarded as the "ontological groundstate" of the chunk of ice. Other than the need for and the implications of intrinsic metrization, this is a very straightforward concept, and it is absolutely central to the development of a logical model spanning the existence of logic itself. Because this is as simple as it gets at the level of concreteness you seem to desire, your only choices are to reject the CTMU on what I've already shown to be illogical grounds, or surrender a little concreteness. It’s your choice.

# 

# Virtues of Scientists

**Comment #1:**

“For example, here are some documents that probably should be added to prestigious physics journals. Don't you think so? (Or how would you decide whether these should be printed in prestigious physics journals?)”

Having taken a look at the page to which this was linked, I don't mind saying that I find it amusing. But as it happens, the joke isn't just on the author; it's also on prestigious physics journals.

The above quote links to a page containing an article asserting that motion through spacetime is impossible. While the author's tone leaves a bit to be desired – for example, he seems to want to dump poor Stephen Hawking right out of his wheelchair and make him apologize to the world for believing in time travel - he's got something resembling a valid point. Motion through spacetime is a problematic concept, and because time appears as a quasi-spatial dimension in standard continuum models of physical reality, physics is largely where the problem resides. Although conceptual workarounds exist, the author notes that they are far from satisfactory...and he's right.

If the author were so-disposed, he could try to clean up his act, dress the problem up with some stylish jargon and get it into a prestigious physics journal as a topic for future exploration. But something tells me that no matter how much cleaning and dressing up he did, such a paper would probably be rejected. The problem is too fundamental and extensively ramified, and keeping the intractable conceptual deficits of prevalent theories out of prestigious physics journals falls under the mandate of standard ass-covering procedure...at least when the one raising his voice is just a small fry who hasn't earned the right to criticize or poach on territory staked out by "real" scientists. (On the other hand, while they seldom use it, dues-paying bigshots are typically given more leeway in such matters.)

What about publishing in a philosophy journal? Unfortunately, although the author might have better luck there, many scientists dismiss philosophy as irrelevant to science. This position is obviously nonsense; explicitly or not, science progresses entirely within the framework of analytic-linguistic philosophy and can under no circumstances afford to divorce it, least of all when addressing fundamental issues that may exceed the limitations of its own empirical methodology...issues like cosmology, the interpretation and/or extension of quantum theory, and the true nature of physical entities, attributes and processes including time, space, matter, energy and causality.

It is not, of course, virtuous to arrogate problems of depth and/or scope beyond the capacity of one’s methods and conceptual models. Using science to attack such problems is allowable and even courageous, at least within empirical (perceptual) limits; tuning out or denying a hearing to anyone who attacks them using the purely analytical methods of philosophy and mathematics is somewhat less admirable, particularly when science would be impossible without these very methods. Where nature obeys laws of physics that are logical and mathematical in form, logic and mathematics would seem to be natural ingredients of the physical universe with even greater generality, and greater deductive potential, than the laws of physics.

Fortunately, not all scientists lay claim to more acreage or harder ground than they can fruitfully till. Many realize that the limits of empiricism are not necessarily those of the natural world, and remain open-minded toward the possibility of discovering truths about nature by rational means. I don't think it's too much of a stretch to say that this is a virtue to be emulated.

**Comment #2:**

Gedinken comments that:

“Referring to the article Nasty Little Truth About Spacetime Physics Chris Langham [sic] suggested that the author of the web page could ‘dress the problem up with some stylish jargon and get it into a prestigious physics journal as a topic for future exploration’.

Could I ask what the useful ‘problem’ was, in some detail, that was reasonable for a prestigious physics journal? The problem in my reading of Chris’ statement is that the claim can be made convincing when readers read this post here, but Chris’s post doesn’t have to actually put up anything really worth publishing in a physics journal to make his point sound good here in this thread. But can Chris actually describe the detail that was worth publishing in a prestigious physics journal, explaining in some convincing detail how it is actually an interesting physics problem?”

The problem to which I refer was clearly indicated. It’s the concept of progress along a time axis in a spacetime manifold. What the author is trying to get at in his own belligerent way is just that time has no place in geometric formalisms including the geometric formalism of physics. As long as time is represented in physical geometry as a spatial distance - and space is what geometry is all about - this problem will persist. So this comes down to a rather bad example of ideas that are so “cranky” as to be physically irrelevant, and it points (somewhat ironically) to the readiness of certain scientists to stonewall or laugh relevant but risky or troublesome material out of their journals.

**Comment #3:**

“That's one potential route to respectability, and could serve both the scientific enterprise and the ID enterprise.”

It's hard to say that more communication between the neo-Darwinist and ID camps wouldn't be a good thing. (Of course, communication doesn't always work when one or both sides of a conflict already have their minds made up.)

However, as I understand the ID agenda, the scientific and ID "enterprises" are one and the same (at least when it is duly acknowledged that science embraces the mathematical as well as the empirical sciences). Any other assertion would imply that science has necessary inbuilt restrictions which exclude ID-type hypotheses, or that ID is somehow exclusory of science. Of course, this has not yet been established. Nor has it been established that it is properly up to ID to win the approval of those who believe in such restrictions.

**Comment #4:**

“But I certainly agree that ID should aspire to such goals as Chris noted. Perhaps if we point out the logical inconsistencies and inconsistencies with observation then ID advocates can make repairs (in such places of failure thereof) so as to meet those restrictions of science and have greater probability of becoming publishable material.”

ID has been defined in a such a way as to satisfy valid scientific criteria. Any criterion that its definition fails to satisfy is of dubious validity and therefore less than scientific, e.g. the assumption that all truths about nature can be meaningfully reduced to first-order predicates transforming either randomly or by Markovian laws of physics. In principle, logic permits the consistent formulation of natural truths for which this is simply not the case, and that puts these hypotheses beyond the reach of standard scientific methodology (but not necessarily beyond the reach of mathematics). A case can be made that this problem resides in the unrealistic restrictiveness of the scientific method rather than with the hypotheses in question.

Regardless of the shortcomings of the "many ID presentations" to which you refer, the fundamental thesis of ID theory is perfectly consistent with the observational evidence. On the other hand, many scientific theories do not satisfy the mathematical requirements of logic. One of the logical criteria of which scientific theories tend to fall short is that of having a model. Although ID theory is often criticized for this reason, it is no less true of many other fields of science, including even the most fundamental. Those familiar with the problems bedeviling various branches of physics and cosmology know this quite well; for example, the seeming absence of a joint interpretation of classical and quantum mechanics leaves a gap, virtually devoid of known causal principles, between the microscopic and macroscopic scales of physical reality...scales that biological evolution happens to bridge. It follows that less fundamental branches of science, which rely on physics for their understandings of nature and causality, also lack consistent models. Among the things that scientists don't yet know is whether a consistent model of nature and causality will permit certain facts of nature to be mathematically deduced rather than merely approximated by empirical induction.

By the way, mathematics is indeed a part of science. In its purest forms, its purpose is to characterize abstract structures that display sufficient internal consistency to be eligible for physical embodiment. Because it is thus more general than physics, it does not need physics to accomplish its ends. Physics, on the other hand, needs mathematics very, very badly, and so does every science for which physical reducibility is claimed (including evolutionary biology). This strongly suggests that mathematics represents the structure of nature more deeply and comprehensively than do more concrete branches of science. In any case, the line between mathematics and physics is notoriously difficult to draw...far more difficult than some of those who talk about it seem to impy.

I'm sure that most serious ID researchers have no objection to the demand that ID be held to scientific standards *within the limitations of these standards.* What I question is the arbitrary sanctification of these standards themselves. Many scientists seem not to realize that certain very basic conventional assumptions of science, far from being ironclad facts of nature, remain points of controversy. Some of these points of controversy reside squarely in the intersect of neo-Darwinism and ID theory. Under these circumstances, an open mind is perhaps the most indispensable scientific virtue of all.

**Comment #5:**

Gedinken writes:

“I’m not convinced of that. Some ID thesis may be testable. And there may be concepts that are consistent but not differentiated by observation. Simple consistency is not sufficient for a subject to be “scientific”. (Pink magical invisible pixies creating what we view might be “consistent” with observation, but hardly “scientific” unless some empirical observation can differentiate the cases of their pinkness, magic capabilities, invisibility, and/or existence whatsoever.)”

My point, of course, was that one can establish truth in nature by mathematical as well as scientific means. For example, in order to prove that 2+2=4 in nature, one doesn’t need to run an experiment in which one puts two marbles in an empty glass jar, peers inside, adds two more and then runs a final count. One can simply use arithmetic and count on nature (pun intended) to follow suit. Scientists have no good reason to assume that nothing of this nature is possible in the more advanced realms of logic and mathematics. So although some ID hypotheses may indeed be empirically testable, mathematical verification may be more appropriate for others.

By the way, not to be too judgmental, but I’m finding your picture of science a little naïve. First you tried to illustrate a point about the supposed feasibility of time travel by counting to 10 and back again [counting integers in a denumerable (discontinuous) sequence is not enough to provide science with a serviceable model of time and causality]; now it’s pink magical invisible pixies. If you've adopted this style of expression because you believe that your thoughts are so complex that others can understand them only if you take them down to the kindergarten level, then I’d suggest that it may not be quite that bad. On lists like this one, you might not need to oversimplify to the extent of obscuring what might otherwise have been an interesting point.

You observe that "many ID enthusiasts fail to recognize that they are failing to differentiate the case they are making based simply on empirical observation and logic." Wisely, you use the term *many* rather than *all*. Thus, when you go on to say that "they point to a failure to accept an argument that fails on that basis as a bias inherent in science," you’re not talking about all ID theorists. Regarding your request for specifics rather than "a vague generalized discussion", I’m being as specific as I need to be. In particular, when it comes to providing ID with a supporting model, the details of individual cases are strictly secondary. This can be clearly seen in the fact that no matter how many details are offered by ID theorists, they are dismissed by neo-Darwinists for lack of an underlying causal model. So it seems that before these detailed arguments will be accepted, ID requires a basic supporting model of nature and causation.

**Comment #6:**

The first thing that any scientist must understand about modeling is that some models are optional, while some are not. As Kant and others have reminded us, among those that are not are basic categories of cognition and perception. Because the arithmetical operation of addition corresponds to disjoint union of sets, and because the proposed experiment involves taking a disjoint union of sets - that's what adding objects to a set of other objects is necessarily about - addition qualifies as an irreducible category of perception with respect to it. So one need merely run the associated gedankenexperiment subjectively, and nature must objectively conform to the outcome.

In other words, to add marbles to a set of other marbles is to create a disjoint union of sets with cardinality the sum of their cardinalities, and one can do this entirely in one’s head. No physical experiment is required. If it were, then scientists would be so limited in their power to hypothesize and theorize that they could not function. Because necessary configurations of essential categories of cognition and perception are also necessary features of objective reality, scientists cannot rule out the mathematical (rational, subjective) derivation of nontrivial facts of nature.

Unfortunately, certain possibilities of this kind are in fact ruled out by the empirical methodology of mainstream science. This exemplifies the danger of dismissing philosophy as "irrelevant to science". In my opinion, scientists who do not make this particular error of conceptualization are exhibiting a most admirable and important intellectual virtue.

**Comment #7:**

Gedinken wrote:

“RBH gave a good example. Here is another: We have Euclidean geometry as one of the oldest mathematical proofs. Isn’t that good enough for us to know that Euclidean geometry is completely accurate for astronomical measurements and models?”

First, although RBH’s handling of my example is interesting and even somewhat instructive, I’ve already explained why it doesn’t vindicate your blanket approval of standard scientific methodology. Second, your current example differs from my example in a crucial way: it crosses the line into the domain of what would, for reasons of ignorance, currently be considered "optional" models. Thus, while the answer to your question is negative - at least *at the current stage of the geometric modeling of nature* – this, along with your oversimplified "disproof" of Darwinism, still fails to validate your position. So if you mean to compare your new examples to 2+2=4, I’m afraid that won't work. My point only required one valid example, and I gave it.

Note the italics in the above paragraph. Their purpose is to point out that once again, you have no way of knowing whether or not the proper geometry for astronomical applications cannot be mathematically deduced, particularly in the long run. The conventional working assumption, of course, is "no, it can’t!" But a working assumption is not necessarily a truth, and a scientist asked to prove this assumption wouldn’t even know where to begin. (Fortunately, this need not apply to everyone for all time.)

**Comment #8:**

“I think that the concept of numbers is induced, not deduced. [\* \* \* \* = \* \* + \* \*] The symbols 2 and 4 were names given, not mathematical concepts from some sort of logic or proof.”

This appears typical of a viewpoint called *nominalism*, which ignores the necessity for something general enough to correlate and enforce consistency among instances of perception. Nominalism leads to an unanswerable question: what accounts for the consistency of percepts to which the same names are consistently given (and from which babies learn by induction)? Nominalism is often juxtaposed with *realism*, which holds that universals exist. Realism is in some sense true, for if universals did *not* exist, then the universe would have no means of enforcing its own universal self-consistency. As it happens, this has a technical formulation: if the universe were a language (and the program of scientific theorization attests that it can be so-represented for scientific purposes), then abstract truths like 2+2=4 would constitute its "syntax", and if categories of perception and cognition were not to match this syntax, then the consistency of the universe would not be reflected in perception and science would be impossible. On the other hand, if this kind of syntax were really learned by induction, then the mind of an observer would be free to construct alternative syntaxes. If this were possible with respect to arithmetic, then one could (e.g.) devise new integer sequences with different distributions of primes. If you think that this is feasible, then go ahead and try it...but don’t be too surprised if it turns out to be a bit harder than expected.

Since you continue to focus on the example of Euclidean geometry, a couple of observations may be in order. In classical mechanics, the geometry of the universe was assumed to be flat; Special Relativity merely updated the flatness concept to four dimensions. Then came General Relativity, which replaced the flat Minkowskian manifold of Special Relativity with the concept of curved spacetime. But this raised a question: with respect to what is spacetime curved? In answering this question, we find that the microscopic geometry of nature is still assumed to be flat; the flat Minkowskian manifold has simply become the local (tangent space) limit of a curved Riemannian manifold. In effect, flat "ideal geometry" remains that on which curved physical geometry is defined. To complicate things yet further, whereas geometry was once considered the basic stuff of which the universe is made, this notion has led to intractable theoretical problems and is no longer on firm footing. It now seems that geometry must be replaced with something more fundamental, raising the possibility that the replacement operation will determine certain geometric particulars of nature without benefit of observation.

Regarding Alix’s post, I’m not arguing that undecidable features of nature do not exist; in fact, their existence would imply the correctness of a certain model of nature and causality with which I happen to be associated (because undecidability is a formal property, and *formal* is roughly synonymous with *linguistic*, objectively undecidable elements in nature would imply that nature is linguistic in character). What I do argue is that among the features of nature that are *not* undecidable, some may be amenable to *a priori* investigation, and among those that are, some may be at least partially determined by volition.

# Brains As Models of Intelligence

Intelligence testing has, for some time been in disrepute. Critics have a number of complaints with it; it is "culturally biased", it "fails to account for creativity", there are "too many kinds of intelligence to measure on one kind of test", and so on. But advances in the theory of computation, by enabling a general mathematical description of the processes which occur within human brains, indicate that such criticisms may overlook more general parameters of intellectual ability... i.e., that there exist mathematical models of human mentation which allow at least a partial quantification of these parameters.

Neural networks are computative structures analogous in general topology and functionability to the human cortex. The ele­ments of such networks act like generalized brain cells linked by excitative and inhibitive "synapses" and conditioned by "learning functions" acting on "sensory" input. Because they are computative machines, they obey the same principles as machine

programs, digital computers, and cellular automata.

While there are certain aspects of human brains which distinguish them from generalised neural nets, it is instructive to assume a close analogy between them; specifically, that every­thing a brain can do has its formal counterpart in the model. Thus, an algorithmic description of mental processes, translated into the "language" of the model, generates patterns with definite consequences in the model's descriptive logic.

On one level, the mathematics is identical with that of vector spaces and obeys the principles of matrix algebra; on another, it is statistical. But just as vector algebra and statistics have deep connections with other branches of mathematics, the conventional analysis of neural nets can be elucidated by the application of extended formalisms. In light of certain trivial insights concerning the model - e.g., that it is capable of localized self-simulation - this can lead to some enlightening conclusions on the structural and dynamical require­ments of cerebral efficiency.

In principle, it is possible to measure deterministic intellectual potential by neurological analysis, provided we know precisely what to look at (some have tried, along these lines, to narrow it down to certain sets of mental reflexes, but things are not that simple). Of course, it is entirely possible that human intelligence has a nondeterministic component, as would be the case if humans possess anything remotely resemblihg "free will". But the potential for ratiocination should be measurable by means approaching anatomical description in objectivity.

It has long been a platitude that human beings use only a fraction of their brains at any given time. But it may be less important how many cells are firing than the patterns in which they fire; and the organization and density of neural populations are obviously crucial to the complexity and variety of procedural topologies, we are thus unlikely to find that everyone has been dealt the same intellectual hand in life, and this admits of intellectual distinctions among people. Eventually, a biochemical extension of the classical model should allow understanding and control of the roles that factors like emotion, motivation, and neural plasticity play in our mental growth and activities.

Because the commonly recognizable components of intelligence, such as deduction, association, and analogy, are all formalizable in terms of the model, its investigation bears strongly on the quest for true artificial intelliqence. This strengthens the hope that we may soon design machines which can enrich our lives and enable us to handle the ultracomplex systems which lie beyond our current abilities...even as we extend those abilities to achieve a better understanding of the universe within and without us. In a sense, many of our fondest dreams live in that one hope. Intelli­gent biological, ecological, and socio-economic simulators may one day construct algorithms for the indefinite maintenance of youth and good health, restore and stabilize the planet's frail ecosystems, and help us eradicate a multitude of societal ills. Many aspects of their structure and programming are already known. Whether these intelligent simulators are human, artificial, or bio-artificial hybrids, the study of intelligence is essential to their emergence and coexistence with us.

Due to the ultimate equivalence of all deterministic machines, my own study of neural nets has clarified aspects of cellular and conventional automata as well as deterministic systems in general. It also promises certain refinements in the usual methods intelligence testing.

# On the Paradoxical Connection Between Money and Brains

The last issue of *Noesis*, by Chris Cole, presents the "Allais Paradox" in the context of "Bayesian regression". It is surmised that the idiosyncrasies of human mental "circuitry", particularly those involving hidden or false assumptions, may obstruct rational decision-making, and that these quirks may somehow be responsible for variations in the "subjective value of money". Yet, what if the implied inconsistency exists not only in the minds of those to whom the paradox poses its alternatives, but within the minds of those who perceive that it does?

I have not had the time to acquire an extensive analysis of this paradox, and must rely on Chris's account of it. Accordingly, readers are referred to the last edition of the newsletter as preparatory reading for what follows (see editorial).

The paradox involves two alternatives, one of which may be claimed by a hypothetical human subject:

A) An 89% chance of an unknown amount of money x,

a 10% chance of $1 million, and

a 1% chance of $1 million;

OR

B) an 89% chance of x,

a 10% chance of $2.5 million, and

a 1% chance of nothing.

The subject is to choose between A and B, deterministically and from pure self-interest. The paradox involves a supposedly irra­tional tendency for subjects to switch from A to B as the value of x changes from $1 million to $0. This tendency would be evident in a statistic representing the outcomes of repeated trials involving different subjects, each of whom is queried for both test-values of X; call this statistic S. In addition, there is a supposed ten­dency for S to become constant and rational as all the monetary amounts are reduced by several powers of ten. Let this tendency be reflected in the metastatistic M(S).

First, any paradox calls for an extension of the frame within which it is defined. Can such an extension be given in the present case? It can, provided the formulation of the paradox includes or implies terms whose own definitions generate the extension. Since the paradox involves a decision, it is decision-theoretic. It thus involves expectation and risk, certain aspects of which go beyond any so-called "rationality" which falsely absolutizes the decisive criteria.

Consider the "independence axiom" on which the stock version of rationality is defined: "The rational choice between two alternatives depends only on how those alternatives differ." Now, difference is an elementary kind of relation, and relations among variables cannot always be autonomously defined. There seems to be an assumption that the difference between A and B is context-free, or independent, even though it involves at least one context-sen­sitive criterion (risk). That, and not the putative irregularities in subjective decision-functions, is the strangest aspect of this paradox; how could a rational analyst ignore so basic a concept? It is almost as though the topic of money were acting as a neural noisemaker, a cue for hunger to exile logic. Concisely, the alter­natives contain a joint variable (the unknown amount x) which conceals contextual information on which a critical decisive predicate (risk) is defined. Depending on the value given this variable, risk may or may not differ between the alternatives. The axiom cited above, whose formulation is consistent with this possibility, must obviously be reinterpreted in light of it.

Nature abhors absolute inconsistency; paradox, an inherently computational concept, is always a matter of computational defici­ency ("always" requires some qualiflcation, applying to the inferior realm of natural temporalities). Paradoxes are useful whenever they allow us to locate and remedy erroneous or incomplete thought-patterns. But it is sometimes a little too easy for the analysts of paradox to locate these deficiencies not within themselves, but with those around whom the paradox is explicitly formulated.

Whether the paradox resides with the analysts or their subjects, it is computational. The question remains, do the implied mental deficiencies reflect human limitations as opposed to the broader limitations of computative devices, or can reasonably smart humans also learn to resolve this paradox? If so, we can eliminate one more doubt concerning the ultimate generic identity of human and mechanical computation, an identity first explored by Alan Turing in his celebrated paper on the criteria for mechanical simulation of human behavior (i.e., those of the "Turing Test"). If it can be shown that whether a universal deterministic machine can resolve a paradox (solve a problem by logical induction) in time < n depends partly on intrinsic factors (e.g., size) rather than only on its proper or improper programming by fallible humans - or that the minds of human programmers can themselves create and run the right program and thereby achieve understanding on the level of correct­ly programmed universal machines comparable in general parameters like size and speed - the hunan-mechanical equivalency thesis will be strengthened, at least with respect to our (humanistically-flawed?) axioms of computation. The issue is not whether certain kinds of neural nets - e.g., those with the capacity for emotion - are inoptimal for solving some kinds of problems, but whether they can solve them at all.

Notice that nondeterministic machines, which are in principle immune to flaws in the axioms thought to underlie deterministic procedures, cannot with certainty be said to share human intellec­tual limitations, and that some nondeterministic machines actually emulate whatever "oracular" abilities humans may ultimately come to possess in the course of sensory and mental evolution. Moreover, we must consider that human brains are to some measure self-programming, and must widen our analysis to define and account for all self-programming machines. But this is easy, since the class of self-programming machines is virtually identical with that of freely-programmable (universal) machines, given a means for the input and program—conversion of environmental data.

Current research implies that generic equivalency obtains within the natural realm. But if so, this is a truth of little use to us here, since Allais' paradox boils down to the mere bad habits (but not the absolute limitations) of human thinkers. To demonstrate this, it will suffice to resolve the paradox within our own neural parallel-processing networks, or "brains". The framework has been erected above; all that remains is to fill it in.

Let us begin by relating the economic and computational aspects of the paradox. Because the choice to be computed depends on collective economic criteria, which in turn depend in part on the computative characteristics of the individuals locally situated in the economy, neither aspect is independent of the other; they are tautologically united. The algorithm to be employed amounts to a binary deterministic game-theoretic function F with the pair (A,B) as its argument and with certain player-specific valuational (as opposed to expressly quantitative) parameters. In other words, the game varies to some extent with the "subjective" situation of the player. Being formulated on an essentially game-theoretical basis, F(A,B) incorporates a risk criterion. Risk, of course, is defined as the probability of inverse gain, or of loss (the evaluation of risk, being probabilistic, is one part of this matter to which Bayesian inference obviously applies, though economic reasoning in general is shot through with probabilistic regressions). Observe that since the subject is not allowed to play repeatedly, F cannot reduce risk to negative expectation, but must somehow incorporate the "worst case": a maximum loss of $1 million.

Assessments of risk can themselves be risky. We live in a country - and in a world - where observation demonstrates time and again that exposed money is a target for numerous grasping hands. The average person is encouraged by this to distinguish sharply between monetary exposure and nonexposure. A scheme's risk, one observes, is consistently understated to potential investors by those who want their money, and one can trust an evaluation of risk only as far as one trusts the evaluator. Money is not a thing which breeds trust among men.

It follows that we will observe a repolarization of F, as reflected in the statistic S(F), along with any change concerning the presence of (nonzero) risk. Allais paradox displays such a disjunction: when the unknown amount is 0, there is no risk. Yet when this amount is raised to $1 million, the probability of significant material loss becomes ".01" (or so says the poser, who may or may not have a fair coin in his hand). This is because the subject is effectively given the megabuck (via alternative A) and offered what amounts to a double-or-nothing bet on it (alternative B). Where the variable amount is 0, however, nothing has been given with any certainty, and risk cannot be materially defined. The concept of "material definition" is pivotal: in the same way that a bird in the hand is worth two in the bush, money possessed with certainty is qualitatively distinct from - and subjectively more valuable than - money for which one is merely hoping. Since the rational evaluation of risk must take account of distinctions of value for the subject, to whom money in the control of another is usually valueless, the aphorism takes on mathematical force.

Notice that while the distinction between zero and nonzero risk can be taken to involve psychological factors, these are strictly behavioral: conditioning (compare "programming") by negative reinforcement (compare "past input") within the local environment. Even digital computers are "psychological" to this extent. So the distinction may be safely understood as computational in the general sense, and no human peculiarities need be blamed.

On the other hand, what if we were to let the subject use his own "fair coin"? While trust ceases to matter, other factors re­main. The actual material loss of $1 million equates to financial ruin for most people. But what is the exact point at which an unacceptable loss becomes acceptable? This distinction represents another potential irregularity, which we may for present purposes associate with the metastatistic M. That is, the test-values of x may be subject to various local relativizations affecting F, as well as to effects associated with the simultaneous reduction of all the amounts (a precise description of which exceeds the level of this presentation). To avoid taxing the reader's attention and/or facility with mathematics, this phase of the discussion will be kept as informal as possible.

It has been conjectured that arithmetic was originally a mercantile creation, born of trade and profit. If this is so, there may still exist a simplistic tendency to equate money with inventory against an infinite market (if twenty bolts of cloth are worth a talent of silver by decree of Assurbanipal, then how many talents will buy enough cloth to outfit two legions?). However, we now understand that economies seldom function so simply, and that money does not admit of linear valuation. Since human beings exist in economic settings which vary according to local criteria, they cannot rationally ignore those criteria in their valuation 0f money. That is, they must "subjectivize" the value of money in accordance with their goals and current positions in the economy, by rules abstracted from their past experience and what they know of financial theory. The efficiency with which they do this, of course, again admits df analysis apart from considerations of detective psychology or the basic inferiority of neural mentation.

Similarly, the rate at which investment generates capital is not constant as the level of investment rises within a given financial setting. Expansion is seldom continuous; there are certain discrete monetary thresholds which must be reached before the successive phases of expansion can occur, and windows of oppor­tunity are often labeled with particular antes. The economic and game-theoretic complexities which come into play can easily boggle any reasonable set of computative parameters...a fact well-known to those who attempt to construct computative models capable of any but the most general economic predictions. If the subject resorts to oversimplification - or even nondeterminism - in making his decision, we need not count it any great wonder. But one fact is obvious: one cannot always translate less money than one needs into enough to meet his goals, even if the "objective" difference in amounts appears relatively small, without information that is often difficult to acquire and fallible by dint of the regressive uncertainties that characterize open economies.

Thus, the subjective value of money reflects certain actualities within and without the immediate economic environment of the individual. A set amount is necessary to even become a "player" in certain social and financial circles, including those to which a given subject aspires. Because aspirations, which vary greatly among people, act like gauge modulators on the scale of monetary value, it is meaningless to speak of how alternatives differ "intrinsically" and without respect to outside influences on the scale of differences. In reality, money - and much else as well - has no measurable intrinsic value at all. This is a lesson dear to the hearts of economists, some of whom (e.g., the U. S. Federal Reservists) are actually in the practice of adjusting its value according to global criteria within which local variables differ (thus, regulation of the total supply of money can be used to con­trol its average value over the space of regulation, but not the small-scale "subjective" variations which occur therein). If you must convince yourself of this lesson, try eating a hundred-dollar bill the next time you get hungry, or thinking of any direct use for it in which it is irreplacable by something which costs far less than its face value. As the only such applications involve showing it to other people, its value depends on their subjectivizations of it.

Because the value of money is defined on economic criteria, and because economic criteria devolve locally to the subjective values of people, money on the local scale has subjective value only. It is defined on the psychology of need and happiness, and it comes as no surprise when subjective factors enter into judgments involving it. Were we to replace "money" with anything whose value obeys a constant function of quantity, the choices would remain rational (in the naive sense) up to the point of subjectivization. But as subjectivism is unavoidable in economic reasoning, no such monetary replacement can exist (a fact I demonstrate elsewhere along with more detailed findings on various intriguing logical and quantitative phenomena in economy-like systems).

Now we reach a seeming distinction between brains and universal machines. Any set of goals can be programmed into the latter, but the wants of men and women are more often determined by such quasi-congenital factors as talent and ability. Thus, humans are to some degree "pre-programmed", and to this extent non-universal. On the other hand, universal machines without any pre-programming are paralyzed by their functional generality; a random or nondeterministic machine produces output as a random function of input. This forces us to limit our comparison to functional machines. The distinction then comes to resemble that between ROM and programmed RAM, and thus becomes amenable to standard computational analysis. Concisely, human nature is ultimately a compression of nurture, or environmental conditioning, primed by the pure will to survive on the individual and collective levels. Since, even if we attempt to abstract all "nature" out of our machine, we are forced to unite it with a programmatic agency having as much nature as we do, the distinction is ultimately irrelevant to equivalency. Simply note that the physiomorphic distinctions among human brains, inasmuch as they are the products of natural selection, reflect past local variations within the system of selective principles and may be regarded as programmatic distinctions. Because we are considering only deterministic rational processes, we can for now ignore the effects of nondeterministic lacunae - which may be an essential part of what makes us human - in the selective process (and in any subjective substitute for F thereby generated).

So gain and risk are subjectively evaluated as functions of the punctuated and fluctuating monetary thresholds associated with particular systems of goals and computational parameters, both of the latter being determined as functions of location and condition­ing on genetic and environmental levels. This admits of mathemati­cal formalization, and we are temporarily spared a pronouncement of incorrigible eccentricity by our ability to follow this reason­ing and thus override our respective mental quirks (and whatever limitations they seem to entail).

Money has stable value only as an averaging function on human scales of wants yet, because humans are diverse and variously-situated, individual scales need not conform to this average, out are instead part of what determines it. The problem resides in our tendency to try to predicate economic decisions on the value of money, rather than vice versa (which is how it actually is on the scale of this formulation). So - apart from the consideration of risk - it is not the "unusualness of the amounts" which confuses, but the subjective and polymorphic nature of money. Rationality must account for this, and reasoning which treats money as though it had absolute intrinsic value is flawed and therefore irrational. It thus falls before a higher reality in which Allais paradox straightens and vanishes like a well-shot arrow.

Note that the resolution possesses a certain undeniable beauty. Economies depend in part on the neural parameters of brains which evolved from a primal Darwinian "economy" of survival, which in turn evolved from the system of invariants by which the universe is constructed. By simple extension, we can think of this system of laws as the "anthropic" configuration of the "Mind of God". The implied model is a hellix linking generality with specificity, and closing ultimately upon itself in a teleological loop.

And thus can obscure paradoxes lead to profound insights. Precisely Because he is capable of such insights can man learn now to optimize economies in the promotion of global happiness, and apply reason and compassion where abuse now prevails. By defining the connection between human nature and free economics - the laws at once governing brains, economies, and other systems - we extend the narrow conceptual path leading towards human fulfillment. But more on this below.

# On the Differences between People, Birds, and Bees

To the vast majority of us, the world is an inhospitable place. Life on earth is problematic, and human beings are not always up to solving its problems. Mankind can address this situation either by modifying the earth and blunting its hazards, by modifying him­self so as to sidestep some of these hazards, or by elevating his problem-solving ability so that hazards can be predicted and finessed with minimal environmental tampering. As matters now stand, most such tampering - while often displaying sound logic from an extremely local vantage - is, in the wider sense, ecologically ill-conceived and ill-coordinated with other such efforts. That is, the problem of improving the lot of mankind and its companion lifeforms on earth does not admit of localistic solution: the problem does not break down into separate, parallel-soluble sub-problems.

Yet, in the name of "patriotism", "nationalism", "the right of peoples to self-determination", and other such anachronisms and oxymorons, globalistic solutative programs cannot be implemented. Nor, for that matter, has the problem of optimizing the human condition ever been coherently formulated; utilitarianism, communism, anarchism, and other such schemes are logically or socio-psychologically unsound or obsolete, and even democracy dis­plays a range of inconsistencies. Nonetheless, man demonstrates a chronic need to wreak havoc, within and without his own kind, in internecine disputes over creeds and administrative algorithms he lacks the intelligence to evaluate. So well able to focus his mind on concise, locally-circumscribed problems, his intellect breaks apart into quibbling pieces when the content is enlarged beyond his ability to reason. At this point, he either fights, flees, or defers sullenly to others whose authority supposedly devolves to a superior ability to create and implement solutions to his problems ...that is, to higher intelligence.

Of course, while governments are often assumed to possess collective intelligence greater than that of the governed, they more often claim to derive their mandates from "the will of the people" - which, again, need not be a will governed by any concerted intelligence. At the bottom limit, governments are composed of brutal tyrants who rule by force and for the good of themselves only. Challenged from without, they uniformly broadcast a tired refrain of national sanctity which, because it harmonizes all too well with the self-justifications and ulterior motives of so many other governments, usually plays well enough. The situation is unconscionable, not only because it offends sensibilities, but because it is in no way consistent with any valid algorithm for world optimization. In fact. it is demonstrably anti-solutative in the computation-theoretic sense, and the need to change it is unequivocal. But change will not come until men possess the intelligence to recognize their need...or until that need has smashed their baseless pride and spurious indepen­dence with hammers of catastrophe. Those hammers are ever gaining deadly mass in the form of overpopulation and its attending ills, the depletion of nonrenewable resources, environmental degradation, and an increasing ability to intentionally harm and destroy.

There are several obvious ways to deal with this. We might launch a new science of human intelligence whereby to upgrade and configure the components of the advanced human computer which must out-think the problems attending its increasing density upon a finite, overburdened substrate. Using related knowledge, we might design an artificial intellect to do this in our default. We might simply glean the best and brightest humans who currently exist, and try somehow to repose authority with them. Or, we could apply all these strategies at once, hoping for a lucky synergy among them. In any case, we require developmental formalisms superior to any currently in wide use (such formalisms exist already, and they boil down to the same essential conceptual systems).

Certain priorities tend to favor some of these strategies over others. Individual freedom, even distribution of power, and technological advancement appear to favor those involving the overall enhancement of human intelligence. This raises the following question: what is now being done to upgrade the intel­lectual potential of mankind? In most places, children are taught by rote and explanation, but not how to think; they are merely congratulated when they happen to show sparks of originality. In other places - especially in urban public schools - those of low motivation and ability are all but granted criminal dominance over other students, and even over faculty. From the computative angle, this is like trying to build a supercomputer by cranking out and parallelizing vast numbers of low-grade packet calculators.

In the same spirit, there has arisen a ludicrous tendency to vitiate the concept of intellectual distinctions by, for instance, pronouncing street rap a valid replacement for the technologically sufficient language from which it degenerated. One who thinks in street rap may be potentially as intelligent as another who thinks less constrictedly, but he is not functionally as intelligent, and will not fulfill his potential without remedial education. Main-streaming such students is a disservice not only to them, but to those better equipped to handle advanced abstractions.

Moreover, simple principles of computation indicate that not all human brains are equal in potential. This may be a bitter pill for sociologists and anthropologists to swallow, since so many have become apologists for the hubris of modern, technologically-advan­ced cultures. But the size and internal structure of computative devices - neural as well as digital - bear heavily on power and efficiency, particularly in the limit. This is a fact which takes precedence over the media-propagated paranoia concerning certain "eugenic" atrocities of the mid-20th century...a little like the paralyzing fear of an agoraphobe in a burning house. The potential for abuse, being ubiquitous, does not constitute a rational argument against otherwise desirable changes.

Any species which has stripped and modified the context of its evolution bears a responsibility to control its further evolution, insofar as the latter is necessitated by the inability of that species to coordinate its activities in ways consistent with its survival. There is already enough data to establish a correlation between genes and intelligence; all that we need now is a refined knowledge of how to optimize brain structure through genetics and early programming without compromising other gene- and program-dependent aspects of individuality, viability and happiness (we need not presuppose a single gene or gene-set coding for high intelligence, which may be a matter of various more or less complex genetic combinations expressed in specific biochemical and other-parametrised environments during pre- and post-natal development).

A bit more on nature versus nurture in the cultivation of intelligence. Many people, in choosing mates, believe themselves motivated by the physical, emotional, and intellectual welfare of their future progeny. A cursory glance, however, reveals that most of these "gene-conscious" parents lack the data and intellectual power to successfully evaluate such matters...particularly the actual intelligence of their mates. For instance, despite the obvious abundance of wealthy mediocrities, it is easy to observe a widespread tendency to equate intellectual and financial assets. Sadly, that may be the only way that some people can put any value at all on intelligence. This shameful illusion is fostered by the all too frequent translation of money into social and political power, and by the absurd confidence of many successful businessmen in their dubious abilities to solve whatever problems they might later encounter as public servants.

A good deal of recent anthropological and sociobiological evidence suggests interesting, but disturbing, parallels between humans and more primitive species in terms of reproductive strate­gy. Primitive strategies may be acceptable in primitive species still subject to something vaguely approaching natural selection. Having suspended this with respect to ourselves, however, mimick­ing the reproductive behavior of insects, birds, and apes is - as well as being somewhat beneath us - simply not feasible. We have created a world in which intelligence is a necessity, and done so at a far greater pace than unassisted nature can duplicate, we have changed the rules of the game, and new games require new strategies. If men and women cannot change their strategies to fit their notions of family, love, and romance, they may have to change their feelings to suit their needs.

A strong case can be made that mankind's current path is dysgenic, particularly given the rather meretricious (or absent) reproductive priorities of the many. As strong a case exists that little time may remain before Malthusian pressures lead everywhere to the same changes already forced on overpopulated mainland China. Still another important point is that natural selection no longer prevents the physical and mental deterioration of our species by an accelerating accumulation of genetic defects. Compassion alone dictates the right of children to be born free of such defects, regardless of how little their parents may care to grant it. And what constitutes a "defect" may well depend on the rising level of complexity permeating a child's environment.

One is tempted to cite as counterexamples to the thesis of "reverse evolution" the many brilliant scientists and technicians now living on earth. One must further observe that there are many good-hearted people who do not rate as rocket scientists, and who in fact are congenitally defective relative to all reasonable standards of physical and mental fitness. One can even surmise that nothing short of mandatary sterilization could stop the vast majority of "suboptimal" breeders from continuing to create progeny who share their nonbeneficial characteristics. Indeed, it is difficult to argue with the truth in point of content. But to what extent do such truths militate against the desirability of some form of eugenics? Quite simply, they do not.

It is inarguable that certain plausible sets of assumptions about who we are and what we want imply the desirability of enlightened supervision over human genetic recombination and manipulation, while many of our problems undoubtedly come down to a nonintellectual clash of wills, a great many can be shown to result from a shortage of intellect among those empowered to make decisions on behalf of themselves and the rest of us, and of those officials and constituents who encourage short-sightedness by their implacable insistence on fast, specious solutions to problems whose full extents they are unable to fathom. Concisely, the decisions relegated to such people must be limited to those for which they are mentally equipped. But this implies the redistribution of power on the basis of intelligence, and thus a choice between eugenics on one hand and intellectual or electronic authoritarianism or elitism on the other.

Since the priorities of the many must often be computed ad hoc according to local criteria, civic responsibility can be defined only relative to some measure of computational ability. The capacity to transcend one's own situation and make decisions of societal as well as individual benefit thus involves intelligence. Intelligence cannot preclude evil, but can reduce its ability to take root and flourish. Democracy, in entrusting the common good to an enlightened majority, depends on the intelligence of all.

Consider the general requirements of democratic political systems. It is apparent that the efficiency of a democracy relies on the mental abilities of citizens to evaluate issues and candi­dates not only with respect to momentary personal advantage, but in light of global parameters; and that as population density rises and technology advances, these parameters become more numerous and interact with increasing complexity. The average citizen is already swamped with data he is powerless to integrate; consequently, he tends towards apathy, blatant self-interest, or gullibility, all of which compromise efficiency. Democracy and personal freedom worked well when a sparser population interfered less with itself and when issues were simpler. But as the world has evolved, the power of men to compute necessary decisions has not kept pace. Evidence of this is abundant; one cannot argue that the flaw resides exclusively in the system, for systems consist of, and are limited by, their components.

Governments "by the people" can be modeled as networks of human brains. Such "meta-nets" have interesting properties. But any network can be computationally overloaded by input of sufficient complexity. Even if a meta-net can change its overall configuration to accelerate solution, it is limited by the power of its individual sub-nets. The main question here is, has this limit been approached or exceeded by existing social problems? The answer is yes, partly because many of the problems we face can be arbitrarily complexified by temporal extension. That is, just as a chess player telescopes his reasoning by predicating future moves on the future moves immediately preceding them, every solution we calculate becomes a condition of subsequent problems.

That pure laissez-faire democracy is inherently flawed follows from advanced logic. Nations have chosen democracy because it best conduces to personal freedom; all the alternatives exact what was considered too high a price tor whatever advantages they entailed. But the equation-string, freedom = responsibility = intelligence, is symmetric and transitive in today's world. To remove one term is to remove them all...and tyranny abhors a political vacuum.

To ensure the viability of a democracy, we must ensure the intelligence of the individuals comprising it. But this is a task beyond the reach of those by whose incompetence the system falters. Because we are not assured that the distributive majority of human beings have the capacity and motivation to learn how to think on the appropriate level of complexity, the correlation of genes and intelligence encourages either that a eugenics program be designed and administered by those of highest expertise, or that we develop a taste for societal deterioration and loss of freedom.

The fact is, freedom is conserved under changes in population density. More people means less of it. Accordingly, freedom of one kind can often be purchased only at the cost of another. These lessons have a mathematical certainty that is lost on most unintelligent people, and even on some who consider themselves mentally superior. Unfortunately, reality seldom yields to the convenience of those who choose to ignore it...and reality seems to dictate the formulation and implementation of certain judgments concerning just what attributes should be preserved under popula­tion reduction or favored under stasis. One such attribute will obviously be high intelligence.

This subject is a dependable trigger for hysteria. There are many "leaders" who consider eugenics synonymous with "racism", "discrimination", and even "genocide". Such ploys often work, and largely by virtue of the intellectual limitations of audiences and journalists. Even though such hysteria thus militates in favor of its apparent cause, few people have the courage to challenge it. But there is as little time for humoring the timorous as for mol­lifying the hysterical; ignoring the issue is unlikely to make it go away. There are those who believe that irresponsible breeding practices, and the stupidity which fosters them, cannot be stemmed without damage to our freedom. But freedom, and much else as well, cannot tolerate the geometric prolificacy of stupidity.

There is a widespread tendency, at any mention of this topic, to recall certain "lessons of history" involving practices endemic to wartime Germany. However, the philosophy behind such practices, Nietzsche s heroic version of existentialism, had an explicitly brutal aspect; with a pronounced xenophobic twist, it advocated domination of the weak by the strong. Had compassion not been anathema to the nazi creed, abuses could not have existed on so monstrous a scale. Obviously, the mistakes of the past need not be repeated. Compassion is perhaps the most important ingredient in any effort to improve the human species, especially with regard to humans yet unborn...each of whom would presumably wish to enter life with a complete physical, sensory, and mental apparatus.

Bearing this in mind, consider the emergency use of mandatory sterilization. Rights may be distinguished from privileges by the degree to which certain kinds of behavior restrict or interfere with the prerogatives of others. If you want to shout sedition from the rooftops, the first amendment grants you that right on the supposition that no one else need take you to heart (a risky assumption in societies where not everyone is mentally able to perceive the possible inconsistencies in your speech). If you want to convoke a coven of witches at midnight under a full moon, you are granted that right by virtue of the fact that no one need come who wishes not to. By this criterion, breeding is anything but a right; it cannot be done without affecting the child, and all who - directly or indirectly - must subsidize its life in the event of disability. At the extreme, witness the deplorable example of babies born to drug-addicted mothers: they are prey to every ill that can rack their pitiful brains and bodies. Yet, such mothers - who have demonstrated a medical condition rendering them unfit to bear children - are treated as though tubal ligation amounted to death at the stake. The only argument in favor of the status quo relies on "conventional attitudes" towards childbearing, attitudes which have outlived the world which created them. With the advent of long-lasting, injectable contraceptives, such conventions will carry even less force than they do now.

Let us extend the theme. There is a modern tendency to claim that blindness, deafness, and other handicaps leave one able to experience and contribute to life as fully as anyone else, and that no one is morally fit to argue otherwise who does not share the handicap in question. This position was originally crafted to soften prejudice and bolster the self-esteem of the afflicted. But it has since been taken to imply that, where the condition is con­genital, society has no business restraining those afflicted from passing it on to whatever progeny they might choose to have.

Fitness, the line goes, is a relative concept, subject to variations due to racial, cultural, religious, and personal criteria. Yet, global society is proceeding in a direction to which such criteria may be irrelevant or inimical. It thus makes little sense to adopt a deceptive tolerance which will not be shared by the world our descendants must inhabit. The mankind of tomorrow may not be disposed to forgive those whose passivity and self-indulgence saddled them with infirmities, for many of them may find that tomorrow's world does not always pardon the infirm.

Evidence is accumulating that certain psychological and behavioral tendencies are at least partially under genetic control: e.g., schizophrenia, substance dependency, and extreme aggression and antisocial behavior (violent criminality). Care must be taken to ensure that attempts to suppress such liabilities do not interfere with crucial components of genius. For example, in approaching great tasks or solving large and extremely difficult problems, something very like controlled aggression is often required; and certain more or less exotic mental processes, such as those involved in artistic creation, are somewhat dissoci­ative. While it may never be possible to engineer genius to order, the genetic alchemy through which it emerges must be given a chance. Fortunately, such precautions are not incompatible with a substantial rise in average human intelligence.

Eugenics is often thought of as predicated on arbitrary standards of desirability or attractiveness. The question is then asked, who will decide what constitutes desirability? Yet, it is relatively easy to develop statistical profiles, given any set of restrictions on the sample, that would relieve any one person of such a responsibility. For example, where the vast majority of people perceive a given facial characteristic as grotesque, it could be rated a "defect" on the grounds that those having it could not escape frequent ostracism or pity on account of it. If it serves (or is inextricably linked with) no beneficial function, it could then be eliminated from the genome regardless of who claims a proprietary interest in its perpetuation. The matter of intelligence, even in this anti-testing climate, is clearer still.

Many people have been taught to view statistical reasoning with suspicion, particularly when applied to social minorities. Indeed, statistical formulae lack absolute force with respect to single individuals, who may be exceptions to the rule. Any general set of eugenic guidelines will inevitably affect different groups in different ways and to differing extents. But even though evaluating cases on an individual basis ensures the fair applica­tion of such guidelines, certain groups might perceive themselves as unfairly threatened. If necessary, eugenics could be pursued within such groups according to special guidelines, in the expec­tation that the intelligence thereby gained will illuminate the need for submission to more general criteria. In any case, the need for genetic variability means that humans will continue to occupy a wide variety of shapes and styles.

Man's need to evolve still exists. The only way for civilization to evade it is by resorting to methods, which even now would seem pointless and Orwellian, whereby to forestall its collapse given the present low level of common intelligence among its members. In all likelihood, therefore, eugenics will prevail. But whether soon enough, and whether voluntarily or not, remains to be seen. Little enough already remains of the ecological majesty that was once the earth; mankind has too long traded the role of shepherd for that of parasite. Yet, to be a fit shepherd for the lesser of the earth, man must learn to be a shepherd unto himself.

It is easy for the "highly gifted" to remain aloof from such questions, either by ignoring them or by hiding within ethical structures too weak to bear the weight of correct answers. It would be interesting to know whether the Noetic Society could function concertedly as part of the solutative apparatus, or whether it is content to remain a vehicle for socializing and desultory puzzling. This question seems to demand an answer.

# The Resolution of Economic Paradox: Toward a Theory of Economic Relativity

# **Step 1: The Wallet Game**

In this paper, we will attempt to draw some profound conclusions from some simple arithmetic. These conclusions will involve the nature of value, rationality and mathematical expectation, and may help to explain why financial mathematicians increasingly tend to be hired from the ranks of physics students. Specifically, they will show that value and expectation are not absolute quantities, but relative in a sense analogous to that encountered in modern physics, and that this relativity is independent of differential probabilities.

First, we consider the paradox of Kraitchik. Two people are offered a chance to bet on whose wallet contains the lesser amount of money; the one with less gets all of the money in both wallets.

Both players reason as follows:

"If I lose, I lose just what I have, but if I win, I win more than I have. Therefore, given that the win and loss probabilities are indifferent, my expectation is positive and I should bet."

First, note that the betting strategy is cyclic and cannot be completely executed; it applies iteratively to its own result, prescribing (if permitted) that the player bet over and over ad infinitum without ever realizing the promised "win". Since, within or without any one game, the switching strategy is cyclical and of period 2 - that is, since two iterations result in a return to the player's initial state, whatever that state may be - only one switching operation is meaningful. This is a signal that something is wrong with the strategy.

In fact, a paradox exists even where only one switch is allowed. This paradox resides in the application of the above rationale to both players, implying a positive expectation for each in a 0-sum game in which the total amount of money is fixed. The resolution of this paradox is effected by showing what's wrong with the rationale, and more precisely with its quantitative interpretation. The problematic interpretation is based on the tacit assumption that the amount of money in the player's own wallet is "context-free" or fixed no matter how the game ends, but that the amount in his opponent's wallet is "context-sensitive" and varies according to the game's result. Obviously, the opposite assumption is just as valid from a subjective viewpoint; one may consider the opponent's amount fixed and one's own amount as varying with the result of the game. When symmetry is restored by separately interpreting the rationale in light of both assumptions - i.e., with respect to the two subjective "cases" associated with these assumptions - the mathematical expectation is seen to be 0.

Specifically, let the player's stake = x, his opponent's stake = y, "if I lose" = condition 1 (x1 > y1), and "if I win" = condition 2 (x2 < y2). Then the problem is simply this: each player lopsidedly treats x as fixed and independent (and therefore unindexed), and y as mutable and dependent (and therefore in need of an index 1 or 2). That is, each player thinks

"If I lose, then I lose just what I have, but if I win, I win more than what I have", which becomes

"If y1 < x, then gain1 = -x, but if y2 > x, then gain2 = y2 = x+n, n>0."

In fact, y could just as well be the fixed quantity and x the conditionally dependent one. In this case, the player would reason

"If x1 > y, then gain1 = -x1, but if x2 < y, then gain2 = y (< x1) = x1-n, n>0."

In the first subjective frame, the player's expectation is

(gain1 + gain2)/2 = [-x + (x+n)]/2 = n/2, n>0.

In the second subjective frame, it is

[-x1 + (x1-n)]/2 = -n/2, n>0.

Since n is arbitrary, the true expectation according to this essentially correct rationale is n/2 + -n/2 = 0. Paradox resolved.

# Step 2: From the Wallet Game to the 2-Envelopes Problem

The 2-envelopes game may be described as follows. A player is allowed to choose and hold one of two sealed envelopes containing unspecified amounts of money, then given a choice of whether or not to switch envelopes. In either event, he gets to keep only one envelope; whereas the winner gets to keep both stakes in the wallet game, here he gets only the more valuable of the two (where choosing the more valuable envelope amounts to “winning the game”). Obviously, switching amounts to betting that the other envelope contains more money than the one being held, while not switching amounts to betting that it contains an equal or lesser amount. In most versions of the 2-envelopes game, there is an additional constraint: one unidentified envelope contains twice the amount in the other (the version of the game or problem which omits the constraint will be referred to as “minimal”). Since the total amount of money contained by the envelopes is fixed and immutable, the game is 0-sum with or without this constraint.

Now consider the 2-envelopes game with a slight modification: each envelope is assigned by the toss of a fair coin to one of two players, each of whom has the option to trade or not to trade. In this modified version of the 2-envelopes game, the same rationale applies. Where x is the amount in the player's own envelope, the amount to be won by trading (x) is larger than that to be lost (x/2), and the player again reasons as follows: "If I lose, I lose half what I now have, but if I win, I win an amount equal to what I now have. Therefore, given that the win and loss probabilities are indifferent, my expectation is positive and I should switch." And again, the paradox arises from the applicability of this rationale to both players in a 0-sum game. Since the only difference is a minor additional constraint - namely, that the winning envelope contains twice what the other one does - the paradox is resolved exactly as was that of Kraitchik.

Specifically, let the player's stake = x, his opponent's stake = y, "if I lose" = condition 1 [x1 = 2(y1)], and "if I win" = condition 2 [x2 = (y2)/2]. Then the problem is again that each player lopsidedly treats x as fixed and independent (and therefore unindexed) and y as mutable and dependent (and therefore in need of an index 1 or 2). Given that all variables must be expressed in terms of the objective total value |G| of the game, the half-or-double condition appears to require that the fixed variable in terms of which the value of the conditionally dependent variable is expressed has the value |G|/3; double this amount equals 2|G|/3 and half equals |G|/6, and both variables take these conditional values in turn. That is, each player thinks

"If I lose, then I lose half what I have, but if I win, I win an amount equal to what I have", which becomes

"If 2(y1) = x, then gain1 = -y1 = -x/2, but if (y2)/2 = x, then gain2 = (y2)/2 = 4(y1)/2 = 2(y1) = x."

But in fact, y could just as well be the fixed quantity and x the conditionally dependent one. In this case the player reasons

"If x1 = 2y, then gain1 = -y = -(x1)/2, but if x2 = y/2, then gain2 = y/2 = (x1)/4."

In the first subjective frame, the player's expectation is

(gain1 + gain2)/2 = (-x/2 + x)/2 = x/4.

In the second subjective frame, it is

[-(x1)/2 + (x1)/4]/2 = [-(x1)/4]/2 = -(x1)/8 = -x/4.

So the true expectation according to this (essentially correct) rationale is

x/4 + -x/4 = 0.

We can just as easily formulate gain in terms of y; in the first subjective frame, the player's expectation is

(gain1 + gain2)/2 = [-y1 + 2(y1)]/2 = (y1)/2,

while in the second, it is

[-y + y/2]/2 = (-y/2)/2 = -y/4 = -2(y1)/4 = -(y1)/2.

So the true expectation is

(y1)/2 + -(y1)/2 = 0.

Paradox resolved. Observe that at no point did either player have to consider the viewpoint of the other; all each had to do was interpret his own straightforward rationale in terms of all arithmetical possibilities. A simple correction for a simple oversight…but as we are about to see, still a bit too simple for comfort.

# Step 3: Eliminating Incorrect Reasoning about the 2-Envelopes Problem

A further complication seems to arise when the primary player looks inside his envelope (E1) and sees a definite amount of money, say $x (x a positive real number). Now is seems possible for the player to say, "Since the other envelope (E2) contains either $2x or $x/2, I stand to gain $x but only lose $x/2 by switching. Since I stand to gain twice as much ($x) as I stand to lose ($x/2), the total ME for switching is positive (potential gain - potential loss = $x - $x/2 = $x/2) and I should switch." In fact, since this applies to all possible nonzero values that the player might see in E1 (a value of $0 would not permit the 2x-or-x/2 condition to be met and can thus be excluded), it is not even necessary to peek into E1! Unfortunately, this takes us back to a 0-information state regarding the contents of E1 and E2, seeming to violate the 0-information resolution already given in Step 2.

But this is merely the result of confusing the observed value $x with one of the two values in terms of which the "2x-or-x/2" condition is properly given. Concisely, since there are just 2 envelopes in the game, there are just 2 values to consider, one being twice the other (or inverting the "one" and the "other", half the other). That is, |Emax| = 2|Emin| AND |Emin| = |Emax|/2. Notice that we're mentioning just two values, |Emin| and |Emax|, and that the specific number x has no particular correspondence to either of them; in fact, this correspondence is exactly what is revealed by the game's final result. On the other hand, the player is formulating his strategy in terms of an intermediate third value, x, which has no definite relation to |Emin| or |Emax|. That is, the values in terms of which the player is reasoning in the paradoxical formulation, $2x and $x/2, do not bear the same quantitative relationship to each other as do |Emax| and |Emin|; whereas |Emax| is two times |Emin|, $2x is *four* times $x/2! This is the central fallacy in the reasoning of the last paragraph.

To clarify, consider the following constraint(s) C1 and C2:

|Emax| = 2|Emin| AND |Emin| = |Emax|/2.

Where |E1| = x, |E2| = 2x OR x/2.

These two constraints are logically equivalent, but the equivalence is somewhat subtler than is usually supposed. C2 contains not two but three values (x, 2x and x/2) corresponding to two variables, E1 and E2, bearing no specific relationship to the C1 variables Emax and Emin in the context of any single two-value game. When x is held constant, the possibilities given for E2, namely 2x or x/2, define two separate games with two distinct total values, 3x and 1.5x, corresponding to the two possible expressions of y in terms of x, y = 2x and y = x/2; thus, by holding x fixed and letting y vary, the player "splits the game" and thereby severs the algebraic continuity of ME. Such a player is trying to trade not just envelopes, but games; in a misguided attempt to win a single game, he is really trying to choose one of two possible disjoint games over another. But while envelopes can be manually switched, games cannot; one cannot up the chances that he will see a $20 bat rather than a $10 bird in his yard by activating a bird-repelling electronic bat caller, for although flipping the switch is a winning strategy at night, it is a losing one by day and has no causal bearing on whether the birds or the bats are flying. ME is calculated not by supposing that the game one desires is the game he will turn out to be playing; instead, ME causally predicts the outcome of a single game in terms of the player's position within it, and must be calculated with respect to one game at a time.

Is it possible for the player to increase his winnings by trying hopefully to play (and win) a higher-stakes game at the expense of losing a lower-stakes game? Suppose that half the time, the more valuable of two disjoint equiprobable games is being played, and that when this is the case, switching will bring a win. Since the win, being defined with respect to a more valuable game, has greater magnitude than the loss (which will also occur half the time), does it not still appear that switching is gainful? At first glance, perhaps. But as we have just seen, this appearance is based on an erroneous value spread that is twice what it should be; Emax is only twice as valuable as Emin, not four times as valuable.

Note that it makes no difference what the value of x might be. Since the prescribed value distribution |Emax| = 2|Emin|) is symmetric and invariant with respect to x, so is any valid strategy based solely on that distribution. The problem is that while the strategy must also be invariant with respect to y - y is, after all, an unknown quantity - it makes the mistake of adopting y as a critical parameter; as y "varies" with respect to x, so does the strategy's prescription for a "win". Since the player is in effect betting on the value of y, the switching strategy presumes its own success; it is a random temporal loop that closes on a loss as often as a win (since the player begins with Emax half the time, switching - or for that matter, not switching - is a losing strategy half the time). Since x tells the player nothing about the relative locations of the strategic variables |Emax| and |Emin|, it yields no strategic information and leaves him in an indifferent, 0-information mode.

If the reader now regards the identification and correction of this fallacy as a no-brainer, he or she is absolutely correct. This is what lends an element of humor to some of the convoluted resolutions that exist for the 2-envelopes paradox. Here is one muddled (but not entirely wrongheaded) attempt gleaned from an Internet search:

"The expected value of this gamble can not be taken. The assumption that there is a 50% chance of doubling or cutting in half your money is not valid. To take an expected value you must know absolutely what the possible outcomes are. In this case the money in the other envelope is not random. There is either a 100% chance of it being twice your envelope or a 100% chance of it being half your envelope. Here is another way of putting it: suppose the amount in envelope one is x and the amount in envelope two is y. Assume you chose envelope x. Then [where E = expectation] does E(y)=1.25\*E(x)? If so then E(x) must equal 1.25\*E(y) if your first choice were envelope y. If E(x)=1.25\*E(y) and E(y)=1.25\*E(x) then the only values that satisfy both equations are x=0, y=0, which does not meet the condition that both envelopes contain a non-zero amount of money. So the argument for switching has been disproven by contradiction."

This "resolution" correctly identifies one facet of the problem: there are two disjoint certainties (corresponding to two separate games). But since these "certainties" have indifferent probabilities from the player's perspective, randomness still obtains; he has no idea which of the two possible games he is actually playing, and this forces him to reason in terms of two possibilities. After all, it is the (subjective) knowledge state of the player that is important in formulating a strategy, not the deterministic (objective) actualities about which he is reasoning with uncertainty; by definition, key actualities underlying a given inductive-probabilistic scenario are subjectively inaccessible. So the error in the player's subjective rationale remains unidentified, and it appears that a mere "proof by contradiction" is insufficient to rehabilitate the theory of expectation and rationality. A constructive resolution is evidently needed.

There are any number of other possible "resolutions" boiling down to one obvious fact: whereas any valid strategy converts internal information about a game into mathematical expectation, the 2-envelopes game contains no such information for the "switch" and "do not switch" strategies to convert. They are operators permuting indifferent values of indifferent probability, and are thus indifferent strategies. But again, this does not explain why one of these strategies looks like a winner while the other looks like a loser. Rehabilitating ME requires not only an explanation of why and how this appearance exists (as just given), but a corrective adjustment of erroneous strategic reasoning. Having already set the stage, we complete this requirement in Step 4.

We must now mention a class of attempted resolutions which, in the absence of explicit information on the relative likelihood of |E1|, rely on the placement of a particular observed value in an implicit distribution “from which the values must have been taken”. While it is true that the values in an objective, real-world game can be assumed to have come from an objective, real-world distribution, strategizing in a state of subjective uncertainty regarding one’s own position in that distribution is an exercise in inductive rather than statistical probability. That is, it involves unknown sets rather than known ones, and probabilistic indifference rather than equality or randomness; it is a matter not of objective distributions, but of a subjective lack of information regarding them.

# Step 4: A Refinement of Step 2

The constructive resolution of Step 2 stipulates that the player has no information on the contents of either envelope; thus, insofar as no envelope can contain two different amounts of money simultaneously, the envelopes can be considered to "vary symmetrically" with respect to each other. In Step 3, this stipulation is seemingly violated by the player's observation of a specific amount $x in the envelope he holds. But as we showed, this observation (|E1| = $x) is decision-theoretically irrelevant to the question of whether the player holds Emax or Emin within the single game he is playing (as opposed to the set of two disjoint games predicated on a fixed value x). In reality, there is still no information on the relative value of one specific envelope (E1 or E2) to the other (E2 or E1 respectively). So instead of treating the observed value x as suggested by C2 - instead of falling into the comfortable illusion that x affords real information on which to base a winning strategy - we are better off expressing x in terms of the variables given in C1:

x = |Emax| OR |Emin|

Now, where |G| is the total (unknown) value of the game, C1 implies that

x = 2|G|/3 OR |G|/3 = |Emax| OR |Emin|

Note that this does not imply any variation in |G|, but only in the player's knowledge of |G|, and specifically in his knowledge of whether his own envelope E1 corresponds to Emax or Emin.

Now, if x = |G|/3, then 2x = 2|G|/3 and the player stands to gain

2|G|/3 - |G|/3 = |G|/3,

whereas if x = 2|G|/3, then the player stands to gain

-x/2 = -|G|/3.

Thus, the player's total ME is

|G|/3 + -|G|/3 = 0.

Note the resemblance between the Step 2 resolution and this one. Whereas the former expressed the symmetrical variation between subjective frames E1 and E2 in terms of (then) unknown quantities x and y, the latter expresses it in terms of the correspondence between x = |E1| and the set {Emax,Emin}. Whereas Step 2 let the player hold each frame constant in turn and vary the other with respect to it, our new resolution lets the player hold x constant under all conditions and vary the "game orientation" with respect to it; instead of circling subjectively to the "other side of the game", he remains fixed and "rotates the game" around his own position. Thus, the fact that x has an observed and therefore subjectively constant value can be accommodated within the basic Step 1-Step 2 multi-frame resolution.

# Step 5: Some Preliminary Implications for Economic Theory

The above reasoning has important implications. These can be glimpsed by considering that when confronted by paradoxes devolving to a lopsided fixity of the player's subjective frame, we achieved resolutions by letting each frame vary in terms of the other. The analogy with physics is obvious; when a "motionless" observer O1 perceives another O2 to be moving at constant velocity with respect to him, the "moving" observer can turn the tables, regarding himself as motionless and O1 as moving at constant velocity in the opposite direction. This is called "Galilean Relativity". But the story does not end there; relating subjective frames in terms of decision-theoretic invariants like the fixed total value |G| of a game, and the 2x-or-x/2 constraint, invokes analogies with a more complex kind of relativity, the “special relativity” of Einstein. The foregoing treatment suggests that value and expectation are relativistic in the full algebraic sense, not mere "absolutes" that can always be adequately characterized in terms of numeric constants.

Let us expand on this a bit. Economies relate subjective scales of value. People

experience need of, and therefore place subjective value on food, shelter, clothing and transportation. Because these goods and services must be gathered, manufactured or performed by specialists, they tend to be concentrated rather than uniformly distributed among the populace. This creates pressure for redistribution, and if redistribution is governed by individual (as opposed to collective) rationality, these items must be exchanged among individuals according to the law of supply and demand. The medium of exchange is called an “economy”. Because individual subjects place different values on different goods and services, values must be defined relative to subjective value scales, and economic transactions translate one subjective value scale into another. The evolution of a consensus regarding the relative values of various goods and services permits the evolution of a convenient universal standard of exchange, “money”, in terms of which this consensus is expressed. Nevertheless, value remains basically subjective in nature, and local deviations from standard valuations thus remain common. Even as an economy freely evolves and economic forces converge, consolidate and split apart, transactions continue to be driven by individual need, and initiated or authorized at the subjective level.

Bearing this in mind, look at a generic economic transaction in the context of a minimal 2-envelope game in which each envelope is held by a competitive player and the 2x-or-x/2 constraint is absent. In almost all cases, the players in the transaction hold different stakes of which the objective values are probably different; one stake will almost certainly be more valuable than the other. “Win” and “loss” may then be defined in the obvious way, the player emerging with the more valuable stake being the “winner” and the other being the “loser”. And the same basic rationale – “if I lose, I lose just what I have, but if I win, I win more than I have” – applies. The only difference is the kind and amount of information available; players in the envelope game have no specific information about the objective values of their stakes, while those involved in normal economic transactions have at least some information from which the relative values of stakes may be subjectively inferred.

Were there really such a thing as absolute intrinsic value, the resolutions given for the Kraitchik and 2-envelopes paradoxes would be final. Each player could reason strategically from an elevated multi-frame perspective to avoid the essential fallacy of these paradoxes. Unfortunately, economic uncertainty makes assessments of absolute value all but impossible; the Kraitchik rationale in effect becomes a subjective vote of confidence in one’s own opinions and projections, and all one can hope to do is allow for the dynamics of interacting subjective frames. Although the Kraitchik and 2-envelopes paradoxes deal with games whose rules seem artificial, these rules turn out to be general; interframe differentials in subjective value account for the ubiquity and validity of the Kraitchik rationale in games which locally appear to be 0-sum, but need not be so in the wider contexts to which the players are subjectively linking them…contexts that ultimately merge in the global economy, precipitating cooperation and competition leading to expectative conflicts. Indeed, relativism based on subjective value differentials expressed in a global “spacetime” of transactions or "economic events" is what allows a locally 0-sum game to be globally advantageous, contributing to an overall win-win scenario in which the economy undergoes real expansion.

Once we suspend the 0-sum criterion that makes the Kraitchik rationale “fallacious”, its status changes from that of a fallacy to that of a true “law of economics”. Being the distributed basis of collective demand-pull and cost-push inflationary scenarios – the former works in specialized subeconomies whose players compete for resources to produce a certain kind of salable item, while the latter pushes the resulting inflation outward across the subeconomic boundary - this law drives inflation; but since the creation of wealth is driven by subjective motivation, it is also what drives legitimate economic expansion. Two real-world conditions, ambiguity of value and value differentials between subjective frames, create relativistic scenarios whose expansive and inflationary effects diffuse throughout the economy via inflationary mechanisms whose subjective basis was previously not well-understood. In self-interestedly betting on themselves and the futures of their local subeconomies, players *create* the global economy and determine the global parameters of value. Here, the Kraitchik and 2-envelopes paradoxes give way to an economic analogue of paradoxes involving sets that both determine and are determined by their elements, e.g. the paradoxes of Cantor and Russell.

What, then, are the rules in terms of which frame-invariant economic calculations should be made, and these abstract economic paradoxes resolved in the real-world economy? Unfortunately, the answer – a general theory of economic relativity - will have to be the subject of a future paper.

# Letter from Chris Langan

Greetings. In addition to wishing all of you the very best of holidays, it is my honor to join with you in launching what promises to be a new era of mutual understanding and solidarity among the profoundly gifted. Formerly sequestered in isolated groups with little interest in cooperating or communicating with each other or the world at large, the cleverest minds on the planet have finally decided to link arms in one globe-spanning electronic network…a network whose tensile strength resides not only in good will and hope for the future, but mutual respect and an insatiable hunger for knowledge and intellectual adventure. Under the aegis of the Mega Foundation and the enthusiastic guidance of the finest minds in the Ultra-HIQ community, the Ultranet has the potential to focus many bright but divergent rays into a high-powered laser, and bring to critical mass what was until recently a far-strewn and all but invisible planetary resource.

At the dawning of the Third Millennium AD, we find ourselves at a point of convergence…a point at which hope and courage are essential to the future of our species. But hope and courage alone will not suffice. For the convergence is one not only of retrospection and expectation, but of joint self-determination, and this requires depth of insight as well. In a world of boundless possibility, the primary ingredient of self-determination is the ability to tell fruitful ground from barren, the strong bridge from the weak. And who possesses this ability in greater measure than the severely gifted? Here on the threshold of the future, we are no longer to be taken for granted, no longer a crudely harvested item of commerce to be thoughtlessly bought, sold and wasted by an indifferent establishment. Now we are poised to become the eyes and brains, and ultimately the lifeline, of humanity. Merely by giving each other our respect and cooperation, we can meet our responsibility to the world and demand its appreciation and support in return.

Remember, the right tail of a normal curve does not the world make, and the part of the world that fills the bell has no particular understanding or appreciation for those of us out on the rim. Left to its own devices, it will continue to underrate and undervalue the treasure we possess, and monotonously dictate its one-sided terms to those of us who possess it. Mindlessly substituting bureaucratic protocol for true intellectual ability, it will continue to pretend, with increasingly disastrous consequences, that intelligence is nothing more than an effortlessly acquired commodity, an article of equal opportunity commerce that can be dependably and profitably wrung out of the fabric of society at its one-sided convenience. It follows that the understanding and appreciation we deserve must initially come from within our own ranks, generated and conducted exclusively by the nodes and edges of a uniting plexus. Let this be our plexus, and let us do all that we can to help it meet not only our own needs - needs that begin with intellectual fellowship and nurture - but those of a world increasingly dependent on our abilities.

Since the dawn of civilization, those under the IQ curve's central bulge have proven unable to meet us on our own ground. Perhaps the most obvious reasons are that (1) being separated from us by a psychological gulf, they cannot, and (2) what nature has divided by sheer statistical rarity can be easily suborned and absorbed. The world does not necessarily scorn us as much as it misunderstands us, and it has simply taken the path of least resistance in dealing with us. But in any case, the result has been a decidedly unhealthy trend in the chaotic history of mankind. So let us fashion our own world - a world based on common aptitude, woven seamlessly of electronic thread and free of impenetrable dividers - and with much to gain and nothing to lose along the route, meet each other there instead.

It is in this spirit that I thank those of you who have already dedicated your time and energy to the cause we share, and invite all intelligent people to join us in our long and impatient reach for the stars. For if and when the stars are finally reached, it will be primarily through the efforts of minds like ours.

Christopher Michael Langan

# Noesis Discussion #1

# Member Ray Wise has apparently moved. His copy of the last issue of Noesis was returned with notice of expiration of forwarding instructions. If any other member has his new address, he (or she) should send it to me or to James Hajicek, who has considerately been providing address labels.

# I recently got a letter from Ron Hoeflin. This letter, which was apparently written before he had finished reading issue #44, is partially concerned with matters of policy. My response will follow the section on metagames.

# I must tentatively qualify a statement made in Noesis no. 44 concerning a policy attributed to Martin Gardner. On the chance that my source might have been inaccurate, I mailed a copy of that issue to him with a covering letter. His response suggests that the policy either never existed or has been revised; as to which, his letter leaves some doubt. Regarding the paper on Newcomb's paradox, he prefers to withhold his comments pending more thorough evaluation. In the mean time, he thoughtfully provided copies of his most recent remarks on the subject, as well as an extensive bibliography. This bibliography is twenty-seven entries long, and covers the period from 1969 to 1985. It indicates that this paradox, of which I understand some members had never heard prior to its mention in Noesis, has been a hot topic in philosophy for over twenty years. To let those members unfamiliar with the history of Newcomb's paradox get some idea of its notoriety, I have taken the liberty of including the bibliography in this issue (pp. 11-12).

# Because I usually work from basic principles, very few of the entries in this list played any part in my thinking. However, one cannot help but notice that the theory of "metagames" figures in several of them. This theory, with which I am familiar enough, involves joint functions of subjective utility. There are certain situations, including the famous *prisoner's dilemma*, in which the maximization of collective utility is inconsistent with reasoning based on individual self-interest. Some n-player games can have more than one winner; ND's 2-player game can obviously have two, and in fact must have two if the outcome is not to be severely unfavorable to either player. Consider the Newcomb payoff matrix

# | ND: predicts black box | predicts both boxes| Subject: |------------------------|--------------------| takes black box | $l,000,000 | correct | $0 | incorrect | ----------------------------------------------------------------| takes both boxes | $l,001,000 | incorrect | $l,000 | correct | |------------------------|--------------------|

# and note that the upper left entry is the only joint optimum, given that ND places a high premium on his unbroken veracity.

# Observe also that the expected utility argument, as presented in Noesis no. 44, favors different moves according to whether mm does or does not have significant confidence In Nil's predictive powers. If he does not - even in the face of all the evidence - then he might regard ND's move as virtually random with respect to his own choice, thus in effect denying any mechanism of dependency between what ND does and what he does. This may cause him to assign equal probabilistic coefficients to both of ND's possible moves, which causes the sum of the expectations in row two of the matrix to exceed that of row one (of course, this casts considerable doubt on ND's own rationality, given the arguments presented in The Resolution of Newcomb's Paradox).

# If MN is thinking rationally even in his own light, he will at least see ND's perfect record as evidence that ND is a master of both human nature and decision theory. Specifically, MN will suppose that ND is somehow gauging his own level of intelligence and rationality, and - finding it high - will use it to "simulate" MN's calculation of strategy using abstract game theory. Thus, MN will reason to the conclusion that both he and ND will be applying game theory to the formation of strategy. While this is not the same mechanism of dependency contained in G, it is a median ism nonetheless.

# Now, constructing the above matrix, MN will naturally observe that his no-confidence application of expected utility leads him initially to a move which is not a joint optimum (i.e., that in the lower left corner of the matrix). He also knows that ND, who may well suspect his lack of confidence, can apply the *minimax* principle to "cut his losses" given the likelihood of this move. Observe that minimax is a "metarule" relative to expected utility; it uses the viewpoints of both players to the advantage of one. Here, it causes ND to choose column two. Unfortunately for MN, the intersection of row two with column two occurs at an outcome decidedly unfavorable to him. Moreover, MN cannot at this point improve his lot by switching moves; the intersection of row one and column two is even worse than the entry below it. The game has reached a strategic *equilibrium*, which in its present guise seems more to him like a game-theoretic dead end.

# What should MN do now? He is dead set against any revision of his disbelief in ND's prescience; furthermore, he considers it hypocritical and *infra dignitatem* to "pretend" that he believes when in fact he does not. What if he should pretend, but ND should fail to take account of it? Then ND stays with column two while he switches to row one, and both lose everything. Even if ND takes account of his is pretense and switches to column one, MNhas effectively confirmed his "prescience". This bothers MN, even though this kind of prescience is not quite as repugnant to him as a spin through G program-space. He has still been manipulated on the basis of his own perfectly predictable reasoning, and is quite within bounds to regard this as an unsatisfactory glorification of his supposed "free will". Therefore, he resolves to "pretend to pretend", switching back to row two after ND obligingly switches to column one. This seems rational in any case, since the switch is worth an extra $1000 to MN.

# Notice that we have been led into another computative regression, this one even less tractable than the one we have previously defined as "G". On the basis of what MN considers to be perfectly rational assumptions about the nature of this game, game theory has led him in a circle that may repeat endlessly in a spider-and-fly parody of the Turing halting problem. In this twist on the old paradigm, each of two automata tries to determine the programming of the other from output simulated according to circular premises to which it is assumed to conform. Returning to the symbolism of the Resolution the state-transition functions dM, dMD, have become determinate but circular, whereas mM, mMD remain mutually uncertain, and in fact nondeterministic relative to this low-level version of standard game theory.

# Enter the theory of metagames, which involves the construction of extended matrices by adjunction of "conditional strategies". The moves in such a matrix are "metamoves" which cover every possible contingency; each possible move by one's opponent is regarded as one cell of a linear array whose contents vary over all repetitive permutations of countermoves. E.g., take an arbitrary one-move, two-player game in which each player has possible moves x or y. The conditional strategy for player 1, "xx", means: "if 1 were to expect 2 to make move x, then 1 would make move x; if 1 were to expect 2 to make move y, then 1 would make move x." In this case, 1 has four conditional strategies xx, xy, yx, and yy. The next extension is formed analogously: given l's metamoves, 2's counter-strategy "xxxx" means: "if 2 were to expect 1 to choose xx, then 2 would choose x; if 2 were to expect 1 to choose xy, then 2 would choose x; similarly, yx1 —> x2; yy1 —> x2." Where the original matrix is regarded as step one in this progression of extensions, the metamatrix for step n ≥ 2 consists of 22n-1 x 22n-2entries. This exponential blow-up will finally reveal all possible equilibria, including the mutually favorable ones. Further extension becomes unnecessary when new equilibria cease to appear in the matrix, or when the set of equilibria reaches "closure".

# The first metamatrix for Newcomb's game is as follows (where move A means "take (predict) the black box only", move B means "take (predict) both boxes", the rows are MN's possible strategies, the columns are ND's conditional strategies, and the starred cell represents a mutually favorable equilibrium):

# ND: AA AB BA BB -­­­­­­-------------------------------------------------- | correct |\* correct \*| incorrect | incorrect | A| $1,000,000 |\* $1,000,000 \*| $0 | $0 | |--------------|--------------|------------|------------| B| incorrect | correct | incorrect | correct | | $1,001,000 | $1,000 | $1,001,000 | $1,000 | ---------------------------------------------------------

# On the (by no means solid) premise that an arbitrary subject has the wit, time and inclination to reason this far, the lopsided equilibrium described for the base matrix becomes inconsistent with reasoning motivated strictly by individual self-interest in light of mutual uncertainty. It is now apparent to MN that ND will choose conditional strategy AB in any case, since he thereby wins no matter what MN does. So MN must choose A. The intersection of A and AB is not only a joint optimum, but an equilibrium from which neither can make an advantageous switch. Individual self-interest is now logically consistent with joint utility.

# If Newcomb's paradox were reducible to the superficial conflict between individual and joint calculations 0f utility, the theory of metagames would be the key to resolution. The theory has justly been praised as the logical equivalent of the golden rule, and even as a cure for the sneaky, self-interested game theory so long practiced by the cold warriors in top-secret military think-tanks. Unfortunately, there are at least three aspects of the problem which cast doubt on the solutative adequacy of metagames.

# First, certain ingredients of the Newcomb formulation make it impossible to apply the theory retroactively to all of ND's former victories. The "plausible distribution" of players with respect to their moves indicates that their choices were reached by various rationales. These must necessarily have included rationales which did not take account of the theory, or which included it merely as one phase of a more complex train of thought. This latter possibility leads to the second inadequacy of metagames.

# That is, the metagame scenario continues to involve the players in a computative regression dangerously like that of the classic *Entscheidungsproblem*, wherein each player is trying to compute the computative power and programming of the other. After all, there is nothing to prevent one player from capitalizing on what he presumes will he the other's good-faith adherence to the metagame collectivization of utility. If ND doubts MN’s reliability on this score, he will probably fixate on base column two (not much of a "solution" from MN's viewpoint). In many other such games, if each player suspects a "rat" in the other's programming, the regression can continue forever...provided, of course, that no effort is made to elevate one or the other from G0, the physical level, to G1, the level of programmatic constraint on G0, (note that if strategic collectivization were enforced by projection from the programmatic level, defection would be impossible, and this would indeed ensure a joint optimum).

# This brings out the third weakness of metagames: they cannot account for the G0, evidence confirming ND’s G1-status. The Newcomb paradox is ultimately one of prediction, and prediction paradoxes differ radically from those confined to the same G-timetype. This is in fact the distinctive feature of Newcomb's paradox, and it is impossible to claim resolution without addressing it. But that is apparently the position in which some claimants find themselves. With due respect to their insights, the resolution in #44 stands well above any based on game theory alone.

# \*\*\*

# I recently received a handwritten letter from Ron Hoeflin, which contains permission to quote. I'll address its points in the order they were made, with the exception of some remarks on the paradox; these require a more detailed response. I must own to being a little confused by some parts of this correspondence. If any of what follows seems low on enthusiasm, please chalk it up to my confusion .

# First, he prefers to keep the journal on a monthly schedule. So, I assume, does everyone else. Noesis #44 was dated "December-January" for a number of reasons. The most important of these was that it was not ready until late January; it had to lie completely rewritten after I decided to serialize the content of the original draft. Just as important, it contains the solution of a famous and complex problem - a "first" for Noesis - and may require more time for absorption by those members unfamiliar with its key concepts. It thus seems inadvisable to follow it up too quickly. As some readers may recall, this is not the first time a month has been lost; the August-September 1989 issue also covered such a gap, and several other issues have been delivered well behind schedule. Nevertheless, #45 will - at Mr. Hoeflin's request - be redundantly dated. The February issue will be completed as time permits.

# Second, Mr. Hoeflin remarks that "the lack of a strong central editor tends to turn each issue Into a monologue on the part of the person responsible for that issue, which I do not consider entirely satisfactory". This is true, as far as it goes. But there are several other important considerations that it ignores. The most salient of these is probably the distinction between "strong" and "qualified". It is sometimes not easy for those who lack the right background to grasp the complex issues that might be expected to occupy the thoughts of extremely intelligent people. As a case in point, the debate over Newcomb's paradox - a matter that I could have settled definitively at the outset - went on for two years before being laid to rest. And this is by no means the only such example.

# "Monologues", regardless of what anyone thinks of them per se, are not always avoidable or even undesirable. The history of science, mathematics, and philosophy is one monologue after another, more or less...the point being that an informed monologue outweighs any cacophony of inflexible opinions. Nor are monologues entirely the fault of the editors In whose issues they may have occurred. I have not heard of any past editor of Noesis failing to relay the opinion of any member who saw fit to offer one. The fact is, many of the members of this group have been quite unyielding in their reticence. More active members will no doubt forbear to criticize them. If they may in turn be forgiven an occasional monologue to fill the silence.

# Mr. Hoeflin - who acceded, along with Mr. Erlandson, to my provisional tenure as editor - states that if said editor cannot closely adhere to a schedule of monthly publication, he "would prefer to find somebody who can".

# Regarding the case with which a willing and *qualified* editor might be found, it has already become obvious to many members that the job is not without its onerous aspects. At the risk of seeming gauche, I will give one example: the total monetary cost to me of printing and mailing issue #44 was approximately $40. This says nothing of the cost to me in time for research and compilation. At least two central editors - Messrs. Hoeflin and Erlandson - have previously intimated the difficulty of producing a steady flow of interesting material in the absence of input from other members. As a favor to the Society, I am willing to assume responsibility as long as it intersects with certain other priorities, and only as long as I feel appreciated for my effort and expense. If there is any disagreement about this, I will be only too happy to defer to whatever counterarguments are presented, regardless of their soundness or motivation. Any blame may settle where invited.

# Mr. Hoeflin states that "if I resume the editorship myself, your essays will be published as rapidly as space (and your own submissions of material) permit". This would not be unreasonable under ordinary circumstances. But as my own situation is unique, I should probably point out once again that my past submission of material was severely constrained by uncertainty as to space. I can see no reason to relax that constraint, given that the above statement seems to reflect no change in past editorial policy. The possible effects that this would have on the long-term quality of the journal can at best be hazarded from past data. I see no point in pretending that what I recently contributed is not in certain respects preferable to much of the material which preceded it. If the other members are also indifferent to the distinction, then perhaps this exercise is futile, and another editor should be found before I waste more of my time and theirs. Noesis is a forum of convenience, not of last resort.

# Next, it is suggested that Noesis will probably never become a "prestigious scholarly journal" without benefit of non-member subscribers, and that the question of whether to allow them should perhaps be put to a vote, contingent on returning to one central editor. This is probably a good idea, on the condition that such subscribers understand and agree to certain considerations along the lines of those reprised in the next several paragraphs.

# Mr. Hoeflin goes on to express the opinion that the editor is "vastly overconcerned about plagiarism of original ideas by other members". I find this hard to follow, having in fact expressed trust in the members in my opening comments. This is probably a reference to the four-page letter I wrote last year, when the name of the society had just been changed to "The Hoeflin Research Group". This letter described a kind of occupational hazard faced by professional scientists and academicians, and contained no aspersions on the members of this group. This may be readily con­firmed by anyone willing to review pages 13-16 of the last issue. How this letter relates to the Society is clear enough. Papers can get lost or mislaid; copies of the journal can get misplaced or passed around, conceivably ending up in the hands of people who may not share the sensibilities or qualifications of the authors or those for whom they were intended. And "plagiarism" is only one aspect of a more complex problem. My apologies to anyone else who got the wrong impression.

# In the same vein, it is subsequently remarked that "if others carry your ideas forward, that is legitimate…" To this, however, it is necessary to add "...so long as they do not in the process avail themselves of facilities to which you are denied access." I have already carried these ideas forward rather thoroughly in many ways, and see no reason why others should try to duplicate my own results unless they are doing so because they suspect that I am in no position to claim them publicly, and wish to take unfair advantage of their own connections or credentials. But again, I am more concerned about publish-or-perish types than I am about the members of this group. If this group were the problem, it would not have been privy to my results. And the intrinsic importance of these ideas, as well as the matter of *how* to further develop them, will probably not be entirely obvious to anyone who has not applied prolonged effort towards understanding them.

# One more word on the matter of access. The system of sponsor­ship and review means essentially that if a previously unpublished author of scholarly articles wishes to have his work published in any of the majority of "important" journals, he will be required nut only to provide personal credentials - which I never sought and which I consider utterly irrelevant to any meaningful evaluation of ideas - but in many cases to subjoin his own name to that of a better-known and more "reliable" collaborator, irrespective of the actual contribution thereof. This is a kind of hypocrisy to which I owe nothing and feel no inward obligation.

# Those with academic credentials long ago arrogated the right to certify "truth" partly on the basis of its sources. This practice, some aspects of which may be traced back to prehistoric rites of domination, reached its present enlightened form with the rise of the medieval guilds. Historically, its effects have ranged from mildly beneficial to ludicrous and reprehensible. With respect to me, this policy happens to be weighted towards the bad end of the scale. Credentials can never "take the high ground" relative to truth, for truth is the only ground on which they can stand. As the highest use of intelligence is in the quest for truth, this applies uniformly to any political credentials derived from the history of this or any other society. I sincerely hope that this explanation will be deemed satisfactory by others who might think my comments eccentric, of whom I request only the allowance that I might know my own situation better than they.

# Openminded members wanting to understand my position might like to take a look at the bibliography provided by Mr. Gardner. It depicts the projection of Newcomb's paradox upon a background of credentials. The image does ample justice to the source in point of irreconcilability and chaos; the one thing that most of these entries have in common - besides inadequacy - is rigidity. Students of human nature know that people are never so adamant as when they attempt to defend weak opinions. One might thus suppose that many of these authors would not welcome an "outsider" whose own views make theirs look even weaker than they already do. Now, suppose that the problem's notoriety had caused polarization among the members of the relevant disciplines (a widespread phenomenon in ideological competitions). This would represent a considerable enlargement of the "unwelcome mat" on which the outsider stands.

# Suppose one were standing on such a mat. If nothing else, this could entail a more exacting scrutiny of his "credentials". But if one had held such things intellectually useless, he might not have garnered enough of them to deflate too many stuffed shirts...whose all-too-human accepting syntaxes are wont to exclude embarrassing truths from their computations. There may thus exist an atmosphere in which "credible" but overly ambitious theoreticians might feel encouraged to try a little quasi-plagiaristic sleight of pen. Of those who have bought so heavily into the system that this seems impossible to them. I must request that they spare me any lectures on its supporting dogma (I tend to be unsympathetic to dogma in general).

# Academic credentials generally include things like advanced degrees, associates and references, past publications, former and current grants, fellowships, achievement awards, jobs in research facilities and universities, and so on. If laurels were strictly correlated with ability, the world of science and philosophy would topheavy with Newtons, Pasteurs, Gausses, and Kants. That this is not so is evident to anyone immune to hype. Unfortunately, to lack any such plumage can make one seem ragged and forlorn, a mere beggar at the gates of the mighty...and to no one so much as to the "mighty" themselves. If you've been to college, you know the score. Whoever has not seen it, has wanted not to see it.

# Mr. Hoeflin points out that he has again changed the name of the group, this time to "The One-in-a-million Society". For my part, this seems rather less dignified than "The Noetic Society". However. in view or the fact that the new name has been given to The Encyclopedia of Associations and Omni Magazine, I will use both names in the heading.

# Now we come to the part or Mr. Hoeflin's letter that requires a more detailed response. It was admittedly written before he had a chance to read the paper I wrote. I will quote it verbatim.

# "I personally never heard of Newcomb's paradox until Chris Cole mentioned it. I don't feel sufficiently versed in probability theory to contribute any thing significant to the topic beyond what I briefly mentioned in one of my editorials - namely, that the problem seems to involve the interrelationship between action and knowledge, i.e., 'infinite' freedom of action versus 'infinite' knowledge. It may well be that, as in Heisenberg's Uncertainty Principle, the 'product' of these two factors is some constant, so that the greater the freedom, the less the knowledge must be, and the greater the knowledge the less the freedom must be. . . my own feeling was that the mechanism by which the Infinite Knower comes by his knowledge has to be spelled out better."

# By any ordinary standards, these comments are quite well-put. However, my own background in philosophy leads me to remark that a great deal of philosophical terminology is either too nebulous, or overly complex and viciously circular in its abstrusities. One is often served a large portion of cotton candy or pretzels, when his appetite is geared to more substantial fare. Fortunately for those on stricter intellectual diets, the CTMU provides an appropriate conversion of terminology.

# In the CTMU (Computation-Theoretic Model of the Universe), everything is given a computative construction. The necessity of this follows from the inability of the human mind to understand anything except by virtue of intellectual computation. Thus, terms like "knowledge", "freedom", and "action" must be made meaningful with respect to various classes of G-subautomata. In this case, we need go no farther than the elementary theory of cybernetics in order to clarify the relationships to which Mr. Hoeflin alludes.

# Consider the cybernetic relationship between *variety* and *constraint*. "Variety" is that property of a set defined as the number of distinct elements it contains, regardless of their order of occurrence or degree of repetition. "Constraint" is a relation between two sets, defined as that by virtue of which the variety of a set under one set of conditions is less than the variety of a similar set under another set of conditions. Since, when one goes up, the other goes down, and vice versa, they are related by an informational invariant similar to that embodied in the Heisenberg uncertainty principle of quantum theory.

# When the elements of a set are modeled as vectors, as they are in physics and the study of neural networks, they have components analogous to the dimensions of a Euclidian vectorspace. These may be used to define an upper limit on the variety of the set. Where the actual variety of the set is observed to be less than this limit, we may consider that number of components which, in the absence of constraint, would give the observed variety. This number of components is said to quantify the "degrees of freedom" of the set. Logically speaking, the addition to a vectorspace basis of an independent (orthogonal) dimension is the adjunction to the vectoral syntax of a base-space-inderivable, universally-quantified range of predicates. This range is a new degree of freedom relative to the structure, receptivity, and behavior of (vectorally-modeled) automata. With respect to the conserved total variety of an unconstrained set, its post-constraint degrees of freedom relate complementatively to degrees of control.

# What is "knowledge", relative to a given acceptor F? Usually, something known is something recognized. Knowledge is thus defined on a combination of input, state transition, and acceptance. The input alphabet S of F has a variety equal to the number v = |S| of distinct symbols it contains. The set SN of input strings s, with variety ∞S0 (vI) (i = 0, 1, 2, ...), is not only limited with v, but is constrained by the M-automated algorithm d (q,s), each phase of which corresponds to one of a system of "goals" related within it. This system amounts to a hierarchy of constraints, each of which further reduces that variety of Sn which remains after the last phase of recognition. Knowledge may thus be categorized by levels of organization corresponding to the stratification of d. Randomly memorized trivia is low-level knowledge; highly organized, goal-relevant information is higher-level knowledge. But there exist higher kinds yet.

# A simple paradigm is easy to provide. Suppose you have always lived in a labyrinthine enclosure, and that an algorithm exists by which you can always determine your location within it. The algorithm first tells you which half of the enclosure you are in. Once you know that, it tells you which half of that half you arc in, and so on until you know your exact position. At each step, knowledge is gained in the form of a further constraint on your whereabouts. Now, suppose that in the course of your explorations of this enclosure you discover something entirely new: a window. Looking through it, you see for the first time an "outer space" replete with planets, stars, and galaxies. You have gained a whole new range of knowledge; the primary constraint represented by the boundary of your enclosure has been suspended. Were you a logician or a topologist, you could even go on to construct "windows of abstraction" through which new dimensions could be glimpsed. The Newcomb transducer MN happens to have such a window glazed with empirical data - i.e., data from observations of the paranormal efficacy of Newcomb’s Demon.

# Knowledge has one of two bearings on recognition. In its common form it is identical with constraint and narrows the variety of an algorithm's domain as information is gained. In the form taken by knowledge in The Resolution of Newcomb's Paradox, it represents a general extension of the accepting syntax, or equivalently, the suspension of a primary constraint. On one hand, we have knowledge as it is usually defined; on the other, we have a new parameter of knowledge amounting to a new degree of cognitive freedom. By the manner of its induction, this adjoined parameter is sufficient to effect the computative nesting of one transducer within another, and of both within an arbitrary mechanistic extension of standard reality.

# Where "action" is considered synonymous with the output behavior of a transducer M, a vectoral representation of M's range of output promotes consideration of its degrees of behavioral freedom (relative to specific goals and conditions, freedom can often be absolutely quantified; here, it is instead considered as dependent on recognition). Algorithms, especially strategic ones, often mirror an external reality in which concrete objectives are defined. Such objectives, unlike victory in Newcomb's game, cannot always be achieved by means of a single action. In cases where action elicits a variable dynamic response critical to algorithmic progress, it can be considered a part of the algorithm itself. In this algorithmic externalization, the outer dynamic becomes part of the device in which the algorithm runs. Viewed in this light, "freedom of action" is seen to be constrained in the same way as computation. This means that where knowledge is restrictive, it does indeed limit (degrees of) freedom of action.

# However, extensional knowledge (like that which our labyrinth-dweller found through the window) and transcendental knowledge (like his mental discovery of another dimension) do the opposite, and these kinds alone can resolve such paradoxical inconsistencies between logical and probabilistic dependence as that which figures in Newcomb' s paradox. So it is not strictly correct to identify the relationship between knowledge and freedom of action with that between constraint and variety. Rather, it is more accurate to say that the relationship of knowledge to freedom depends on the relevance of knowledge to constraint, where all of these terms are relativized to a coherent algorithm. Sometimes we have covariance like that mandated by the Heisenberg uncertainty principle, and sometimes not. One need not go too far afield to find cases in which knowledge constrains in order to promote a subsequent range of freedom, or where it frees and constrains at once.

# The abstract organo-robotics of the Resolution aids precision.

# 

# depicts a feedback loop in which the outward results of M’s output become parametric over d and thus in effect over m. The past behavior of M thus governs its future behavior by introducing, relaxing, or eliminating constraints within d (where d is defined as self-modificative on this basis). This may result in (M-recognized) degrees of freedom being lost or gained by TN.

# Where knowledge constrains, frees, or transcends action, it is a predicate of action. Yet, where knowledge is actively computed, it *is* action…“action of higher type". It is thus pointless to speak of unstratified knowledge or action, "infinite" or not. Any attempt to do so will lead inevitably to logical contradictions by violations of type. Moreover, as "infinite" knowledge can signify a total absence of constraint in a partial set of parameters - the remaining parameters being constrained — infinity must itself be parameterized by specific G -subautomatonic predicates. The related complexities, though well in hand, exceed our present purposes and must therefore be deferred to a future discussion.

# Copyright 1990 by C. M. Langan. All rights reserved.

# \*\*\*

# (The following annotated bibliography was sent to me by Martin Gardner. In view of the limited circulation and nonprofit status of Noesis, I assume that he would not object to our use of it. His own comments on the paradox may be sampled in the Mathematical Games Department of the July, 1973 issue of *Scientific American*, as well as in his books *Knotted Doughnuts* and *aha! Gotchca* (W. H. Freeman), and *The Whys of a Philosophical Scrivenesr* (Morrow). I will try to address some of these comments in a later issue.)

# 

# Noesis Discussion #2

The Society has a new member, who qualified by his score on the Mega Test. He is:

George W. Dicks, Jr.

[Address and telephone number omitted.]

He requests that his regards be conveyed to the other members. Anthony J. Bruni has changed his address

[Old and new address omitted.]

The addresses and telephone numbers of members, incidentally, are for the use of other members in contacting them, and are not intended for dissemination outside the group. This reminder follows a letter I received from one of you regarding the nuisance potential of such "leaks". Some are obviously more susceptible than others to such problems; contact with nonmembers might even be welcomed in some instances. But please use as much discretion with regard to personal information on other members as you would expect of them.

I have received several more letters from Ron Hoeflin. Because they mainly concern Newcomb's paradox, I assume that he would not mind my using them here. His comments may exemplify the doubts of others regarding the resolution, so responding to them directly may be a good way to promote understanding. It is not my intention to humiliate anyone, and Mr. Hoeflin deserves to be recognized for his forthrightness in voicing his objections.

As form precedes content, I will deal first with the occasional need to use mathematical formalism in lieu of plain English. The Resolution of Newcorob's Paradox in fact contains minimal abstract symbolism, given the need to satisfy the formalistic requirements of such papers. The mathematical "chicken-scratchings" I subjected you to were necessary to show that I know how to map the abstract theory of computation onto Newcomb's paradox in such a way that theorems of computation can be applied to resolution. If anyone else was badly confused by this maneuver, please understand that my intention was quite the opposite. If it is any consolation, you were spared many other important symbolical formalities.

There would seem to remain some doubt as to whether deciphering such ideas can possibly be worth the trouble. Such an attitude is utterly inconsistent with their obvious importance. At the risk of seeming immodest, I can supportably assert that the Resolution is among the most widely ramified pieces of reasoning that you will ever read. This owes in part to what it says about the reasoning process itself, a subject of frequent error and abuse even in the spheres to which it is most critical. Unfortunately, the paper's extreme concision tends to place such a burden of construction on the neophyte that misconstruction remains rather too likely. That, more than anything, has forced this to become a protracted affair, even as it silences complaints based on the "low importance" of "impossible" situations like that of Newcomb's paradox.

"Impossibility" is a widely misused term. It is the nature of possibility that it has meaning only relative to given sets of conditions or axioms. Thus, it is impossible to find a line which passes through a given point p, but which never intersects another line not containing p, in an *elliptic* geometry. On the other hand, it is possible to find one such line in a *Euclidian* geometry, but impossible to find more than one. And it is possible to find an infinity of them in a *hyperbolic* geometry. These distinctions would have been derided as lunacy prior to the advent of Gauss, Bolyai, Lobachevski, and Riemann, who dared to consider systems which did not incorporate Euclid's fifth postulate. Physics is no less axiomatic than geometry, and in fact incorporates geometry by necessity in its spatial determinations. So, inasmuch as physics is complete relative only to finite collections of data, one can *never*proclaim the impossibility of anything without implicitly relativizing his hypothesis to just those circumstances precluding possibility. The situation is really very cut and dried, and has made a fool of many a serious intellect.

What one often means when one says "impossible" is "counter-inuitive". The intuition tends to rebel against anything alien to the conditions under which it evolved. Since these conditions are necessarily limited, the intuition is bound to abreact to much of what the mind, and reality, can conceive. The path of science is littered with shellshocked intuitions and the outworn notions to which they clung. Casualties of the forced march of progress, they lie mummified in cerements of library dust, where their unquiet rustlings beckon the unwary to join them.

"Unreal", which is as tricky a term as "impossible", appears in the following remark by Mr. Hoeflin. "I did agree with the solution you gave, as far as I could understand it. What interests me is the *psychological* question of why such an unreal situation as Newcomb's Paradox presents would attract so much interest on the part of serious thinkers. I suppose it does because it's a sort of limiting case, and ultimate limits, wherever they may be found, e.g., the simple example of computing pi, tell us about the ultimate geography of our conceptual universe. As a... philosopher, I was personally more persuaded by your metaphors and analogies than by your mathematical symbolism."

This passage contains several key concepts. There is, of course, the distinction between analogy and symbolism mentioned above. It is important to recognize that analogy is itself an inherently mathematical concept. It is virtually synonymous with the term "morphism", which signifies the mapping of one (structured) set to another. The distinction expresses a superficial difference among sets: some consist of numbers or symbols, while others consist of "natural" words or even concrete objects. Symbols are used in part to compactify linguistically-extensive definitions so as not to sacrifice apprehension of "pure structure" to obscuring detail, and save much paper in the mathematical literature. Trees are getting scarce, and the fewer sacrificed in the name of science, the better.

However, it is all too common for conceptual orientators to be compactified right out of existence in the process, and these are often needed by those unfamiliar with the full meanings and derivations of the structures. For instance, were an intelligent but mathematically illiterate person to be handed an abstract "epsilon-delta" development of the infinitesimal calculus, or the purely symbolic description of an algebraic group, he or she would be unlikely to think immediately of instantaneous rates of change, or symmetries of physical rotations. Rather, such a person would probably become embroiled in a frustrating attempt to track the symbols through their mutual, empirically unmotivated definitions, eventually falling victim to a truth regarding the nature of human intelligence: it is inseparable from motivation. While this does not imply that motivation and intelligence are identical, it bears mention for its extreme importance in psychometrics.

The "psychology" behind the notoriety of Newcomb’s paradox is elucidated by considering how the human mind models the procedural counterpart of such dilemmas. This counterpart is reflected in the ability of some minds to correctly prioritize a problem even in the absence of a conscious ability to solve it. The problem is "recognized" as important by a neural "acceptor", the brain, in spite of the nonrecognition of certain requisites of solution. It follows that either the criteria of importance differ in kind from those of solution, or that the brain can detect inconsistencies and representational inadequacies among the internal models defining its operational dynamic even when it lacks the ability to resolve them. This ability is not at all surprising; without it, human science could never advance. After all, the need to advance must be computable to that which does the advancing. The matter of real interest is how so many minds can suppress this ability in favor of the inconsistent and inadequate models themselves. Newcomb's paradox was invented, and granted importance, precisely because it is a compact, meaningful formulation of the scientific imperative. Its resolution is thus a formulation of the conditions for scientific advancement.

The supposed "unreality" of Newcomb's paradox is central to the issue. As already noted, this predicate is conditional in nature. To see why, imagine for a moment that you belong to a primitive tribe isolated from civilization in the heart of the Amazon rain forest. Suppose that an explorer appears one day, only to be surrounded by your fellow natives with their poison-dart blowguns. Fearful lest he become a *tsantsa* (shrunken head) in your collection of trophies and fetishes - and rightly so - he sets about to impress you with his "magical" powers.

Glowering, he produces unfamiliar objects: a (black, box-shaped) shortwave radio, a pair of magnets, and a gun. Naturally, you are quite unfamiliar with their names and functions. With his fingers on the radio's controls, he appears to hold a conversation in some unintelligible language with a god or demon inside it. You draw closer; the demon seems to raise its voice in warning. Quickly, you draw back. Next, the stranger points the gun skyward. There is a terrible noise and a flash of light, but nothing else seems to have happened...until a large, moss-backed sloth crashes to earth from somewhere in the canopy above you. You are relieved when the visitor kneels, places one magnet on the ground, and holds the other mysteriously above it. Muttering incantations, he brings it within an inch or two of the ground, and suddenly...yet another miracle happens! The lower magnet leaps up and affixes itself to the one in his hand. Three times, your "laws of physics" have been violated; thrice, you have witnessed unfamiliar effects that seem to lack physical mechanisms. You are elated when the stranger, now your honored "visitor", points at himself and says "Andy!" (or is it "ND"?), presents you with the magic jumping-stones, and takes his leave through the mist.

The "magical", or seemingly nonlocal, effects you have witnessed have explanations far in your technological future. They involve radio-frequency electromagnetic radiation, explosive chemistry and faster-than-vision ballistics, and magnetic fields. "Andy" seems to be above the laws of physics as you understand them; if you possessed the computative paradigm, you would consider him a kind of "metaphysical programmer" of "impossible" physicaleffects. In the language of the CTMU, you would consider him a projection from G to G0, the physical stratum of G.

Suppose, in a sadly unrealistic manner, that the equatorial rain forest in which you live will never be cut, burned, and bulldozed by greedy industrialists or ignorant and procreatively incontinent peasants. It follows that your primitive society may continue to evolve in isolation, perhaps to eventually develop a formal, axiomatic version of physics. Your descendants might then play the same game with the "Andy" legend that a modern physicist would try to play with the "ND" data. This game is the game of science, and it involves the *restriction of G to G0*. This is the process by which the paranormal becomes normal, and the miraculous becomes physical. It is the one and only valid logical syntax of science. It is not to be confused with the "scientific method", which can work only with the assumption of "locality"; this assumption, like Euclid's fifth postulate, is suspended pending actual confirmation in the process of G-restriction.

The locality assumption is suspended because predicating truth on it or on any other assumption is unacceptably biased, pseudo-tautological, and logically insupportable. This has been suspected (if not explicitly stated) by quantum physicists from EPR onward. The CTMU was largely motivated by the possibility of quantum nonlocality, and is in fact the *only valid framework in which quantum nonlocality can be considered*. Any "other" such framework must be CTMU-isomorphic, incomplete, or invalid. But more on this later on.

Thus, the "limiting case" represented by Newcomb's paradox - the apparent violation of the known laws of physics - leads to the CTMU, which is indeed the "ultimate geometry of our conceptual universe". Mr. Hoeflin has guessed correctly up to this point. However, his thoughts - perhaps like those of other members - take a reactionary turn, conforming to what probably seem the safer and more conservative viewpoints of established philosophers like Max Black. This change is reflected in his next letter, which will be treated point by point.

Before beginning, however, I will point out that my responses to Mr. Hoeflin's criticisms are redundant in the sense that they are implicit in The Resolution of Newcomb's Paradox. The paper was intentionally constructed to contain as much information in as tight a space as possible. While this was also true of my previous letters to the editor, their ineffectuality seemed to indicate an incomprehension so bottomless that I came to doubt that they had been read at all. In fact, the transductive model of human nature - in which people "recognize" only that input which coincides with their internal priorities - predicts just this kind of "selective perception". I therefore offer the following neutral observations. Closed minds are no longer in the running for truth; they run only in self-perpetuating, outwardly contradictory circles which serve static, falsely-completed sets of mental invariants. Transducers which can neither recognize their errors, nor accept correction, are doomed to err forever...or until the outward inconsistency of their output results in their destruction. This is apodeictic with respect to human beings as well. For many of us, the utility of recognition is split between venality and ego gratification. You, however deservedly, are being given somewhat more credit.

Mr. Hoeflin begins as follows. "It occurs to me to make two new comments on Newcomb's paradox. (1) The paradox seems analogous to the issue of whether a number sequence in an I.Q. test has a 'right' next number or not." This is quite true. The completion of number sequences is a matter of mathematical induction; a rule is derived which relates each number to its predecessor(s) in the series, and then re-applied to derive the next number. If the rule is incorrectly derived, then it must by definition produce within the given sequence a number which differs from the one which is actually there. Say that only in the last place sM of the series S does the rule R deliver a number x different from that given, y. Then the rule has been correctly derived with respect to {S - y}, and y is "anomalous" with respect to the derivation. That is, what was "supposed to happen" at "time sM" , given the preceding data and the "physics" R derived from it, was x. What actually occurred was y!

This is a "paradox", and to resolve it, we must modify R. Call this modification, or "theoretical advance", R'. R' supersedes R because it agrees with, or "predicts", what actually occurred (y) instead of what you had erroneously expected to occur (x). Note that the most general possible parametric extension that enables R', being both necessary and maximally unbiased with respect to future data, is justified by all scientific standards. Note also that where the parametric extension itself defines a rule and thus a series, that series characterizes a valid metatheory, or "meta­physics", for future extensions of R'.

This is precisely what was done in the Resolution. By the above reasoning, G is the universal metaphysics within which all future advances in physics and other scientific theories must be sought. Every problem on the "Mega Test", from verbal analogies on upward, involves the induction of a simple or complex rule or algorithm. The induction of G can therefore be regarded as the solution of the hardest and most important I.Q. test problem imaginable. That its original solver is a member of this group reflects well not only on the other members, but on the impressive name and purpose of the organization.

Next, Mr. Hoeflin remarks: "Some would argue that there is no right answer because one can concoct an algorithm that would yield any next number." This is a good point. It follows that we must employ some rule which selects among these various algorithms...a "constraint" which reduces their “variety” to just one. But this constraint itself characterizes an algorithm with which infinite others also compete. The regression is interminable. The answer? If we wish to be finally, absolutely, and forever right, we must concentrate on developing a universal syntax for the construction of meaningful algorithms on arbitrary sets and categories of data. The CTMU is such a syntax; moreover, it is minimal, and to that extent elegant.

Next: "On the other hand, one might say that the 'right' answer is the one generated by the simplest, most elegant algorithm that can generate all the previous numbers in the series." This is just a formulation of Occam's Razor. It is a tenet of the philosophy of science that there is an infinite number of potential theoretical extensions which contain any given set of facts as a subtheory. These extensions can be ranked by the informational content of their minimal reductions. Occam's Razor selects one of them for minimality with respect to a set of data exhibiting closure under *apparent* dependency relationships. The word "apparent" implies that there exists at the appropriate point in time a means of observing or testing for such relationships. But we have already seen that it is both futile and unscientific to place arbitrary restrictions on incoming data, including the restrictions of measuring devices and experimental arrangements. So we must always relativize the validity of our "simplest, most elegant" algorithms to observational limitations. Where these limitations characterize the very theory (methodology) on which the algorithm itself is based, we have another "artificial tautology"; the theory is a generator of self-fulfilling predictions.

Notice, however, that if a set of data displays only a subset of measurable attributes - e.g., only "whiteness" insteod of the artist's palette of colors the human visual system is capable of detecting - we can safely assume that mensural limitations are not in effect, and can "Occamize" the data to prevent spurious attri­butes from skewing our theory and its predictions. This is crucial to the solution of the trivial but toothworn "marble problem", as originally formulated by Mr. Hoeflin. If you remain unconvinced by previous arguments concerning it, imagine that you are a zoologist doing a study of montane fauna. Following the tracks of a cougar into a cave, you see a pile of well-gnawed bones. You select ten of them at random and drop them into your specimen sack. Suddenly, you hear a bloodcurdling scream; kitty is coming. You shoulder the sack and bolt. Back at camp, you examine the bones and find that all ten are from mule deer. It now occurs to you to calculate the probability that the cougar's only large prey is mule deer. You estimate that the pile in the cave contained approximately two hundred bones; you have sampled ten at random, and all are muley bones. What, then, is the probability that all of the bones were from mule deer, given the assumption that some definite number of (inedible) bones probably came from each animal who was eaten?

The crucial question, for our purposes, is whether or not you should begin your calculation by assuming that the pile is just as likely to contain the bones of kangaroos, tapirs, pandas, chimps, and Airedales as it is to contain those of mule deer (after all, there might be a zoo or a kennel nearby). If this seems spacious, notice that ochre and fuchsia marbles are not correlated with white marbles any better than these exotic species are correlated with mule deer. Obviously, some other species may in fact be known to inhabit the area, and nonzero probabilities must be allowed for them. But where no prior correlation exists, Bayesian inference is not to be initialized as though it does.

As I have remarked in a letter or two, probability is defined so as to be meaningless except relative to given data and data formu­lations. The *potential* for (probabilistic) information is not strictly equivalent to information. Rather, where such information is inderivable from past data given the best formulation of those data, it is *undecidable* with respect to the data axiomatization, and inutile for the derivation of theorems therefrom. Thus, there is potentially a nonzero probability that there are tapir bones in the cat's pile, but this probability is currently undecidable and cannot be used in Bayesian inference. Similarly, there is potentially a nonzero probability that solar physics is wrong or incomplete, and can neither formulate nor predict actuation of the mechanism by which the sun is about to go nova and incinerate the planet earth. But we cannot use this probability to calculate the likelihood that "tomorrow will never come" until we revise or extend the applicable physics.

Let us enlarge on the distinction between statistics and causality. Causality is just the most concise exact description of a set of statistical correlations, and can be regarded as the out­put of an algorithm on statistical input. This algorithm, "logical induction", includes Occam's Razor and its metasyntax. What enters as "probabilistic dependency" emerges as "logical dependency"; the many-valued logic of the former, wherein probabilities are defined as truthvalues, has become two-valued by the formation of distin­guishing predicates (or conversion of truthvalues to quantifiers). So logical dependency, or causality, is the inductive transform of probabilistic dependency. This transformation, being largely based on past data, can be rendered inconsistent by new data.

It has been remarked by statistically-minded scientists that the statistical correlations of which causal axioms are the compressed versions are themselves immune to this sort of vitiation. This is true but impractical. Because they must be ascertained by whomever would put them to use, such correlations are no safer in their "scattered" form than they are under inductive compression; they are ascertainable only by means of devices and techniques which are themselves based on past data. The means and conventions of observation, experimentation, and measurement which characterize any scientific methodology are often designed primarily to detect already-familiar kinds of correlations. To this extent, such means and conventions can themselves be considered the embodiments of past correlations and their apparent conditions, such as metrical locality. This tautology is no less artificial in its statistical guise than in its "theoretical" one; it reaches its formal limit in the mental structures of transducers using science to compute "objective" reality. These transducers project their structures outwardly, along with whatever limitations those structures ulti­mately impose on their internal models and conceptual algorithms.

Obviously, the structure of a transducer is a more absolute kind of limit than the momentary empirical or theoretical limita­tions of its science. The purpose of G is to push that limit out as far as possible, and then to define it as scientifically and as logically as possible. The structure of G is thus as deep and complex as the structure of the mind itself. And, as was pointed out in The Resolution of Newcomb's Paradox, it is that which can never be transgressed by the minds of which it is both a model and an outward projection. It is ultimate and inescapable, the only possible theory of its kind and generality. Anyone who proposes to extend human understanding without it, or something trivially isomorphic to it, unwittingly displays either ignorance or delusion.

Mr. Hoeflin goes on: "Almost all science and philosophy seems to depend on this search for the 'simplest, most elegant solution' consistent with the known data, with the proviso that new, unex­pected data may occasionally arise, making one's 'simplest' solu­tion wrong or inexpedient." This is one possible expression of Godel's Theorem, which can thus be interpreted as predicting the inevitable possibility of unpredictable data. We already know, from our above observations on the criteria for sound induction, that theories cannot be allowed to become self-limiting. A metric is a set of spatial relationships qualifying as a theory. So, in order not to make of it an artificial tautology, we must reserve a potential, however unlikely, for *metrical violations*. Associating this metric with G0 implies the incompleteness of G0. Accordingly, G0 —> G, and the CTMU is born. This, incidentally, is the spin-free derivation of quantum nonlocality alluded to in Noesis #43. No chicken-scratchings are necessary.

Member Chris Cole's "spinless" version of Bell's theorem was expressed in #43 as follows: "It is not possible to reconcile the existence of an objective external reality with the exclusion of nonlocal instantaneous action at a distance". The purely inductive argument above can be reinterpreted in a computational setting after Turing, whose general results on the "halting problem" can be specified to the effect that it is impossible for any of n G-subautomata to compute the metrical distribution of the program­ming of any other(s) on a real, local-deterministic basis, reality being computative mechanism - and quanta, G subautomata - for all computative purposes. I.e., the "theories" formed by r-subautomata about each other are no more justified in their metrical prejudice than the prejudice itself. Where time is defined on the particular spacetime metric accepted by MN, this effectively lets ND violate MN's time-directionality constraint.

Now we come to an inference which almost seems to imply that the person drawing it has not read the paper on which it centers. The antecedent of this inference is: "As Whitehead is supposed to have said, 'seek simplicity - but distrust it'." The consequent: "Whitehead's dictum, applied to Newcomb's Paradox, suggests that it is essentially an unresolvable paradox."

Regarding the antecedent, it is clearly paradoxical to advise that one seek something which cannot be trusted. The hyphenation not only divides the sentence, it demarcates a pair of syntaxes. In one, it is demonstrable that simplicity is an inductive criter­ion. This, of course, is the derivational syntax of Occam's Razor. But we already know that this theorem, which can only be applied to limited data, ultimately has no loyalty to data limitations; it meretriciously re-applies itself to any potential extension of the original data. Obviously, this is the sense - or syntax - in which it is to be "distrusted". That is, the first syntax is designed to exclude spurious attributes in the theoretical explanation of a finite set of data. The second syntax, a metasyntax of the first, re-admits formerly spurious attributes to the explanation, subject to their actual appearance in the data. In other words, the metasyntax mandates the extension of the syntax in accordance with (experimental or observational) extensions of the data. Everything depends on the data, which must be guarded against prejudice.

As we have seen above, this is just what the CTMU metasyntax G is designed to do for the natural sciences. It is stratified at the ultimate boundaries of the deterministic subsyntaxes defined within it, where those ultimate limitations are spatial, temporal, or phenomenal (attributive or existential). Whitehead's dictum, in its terse and pithy way, advocates the CTMU perspective. Since we have established that this perspective enables the resolution of Newcomb's paradox by relaxation of the time-directional constraint embodied in the "principle of restricted dominance", this aphorism in fact "suggests" the means of resolution. So much for the consequent of Mr. Hoeflin's inference.

But Mr. Hoeflin - who, I repeat, deserves congratulation for voicing his opinions - did not at the time of his letter have the luxury of my refutation, and redraws his inference from another argument. "(2) My other point yields the same conclusion but by a different route. There is a well known 'paradox' concerning the concept of omnipotence: 'If God were omnipotent, he could create a stone too heavy for him to lift - ergo, if God is omnipotent, then he is not omnipotent.' I think Newcomb's Demon is a similarly impossible construct." (This argument recalls a point made by K. Raniere, who opined in Noesis #30 that Newcomb's paradox should be restated in terms of whether or not it is possible to "make an absolute determination on choice without taking away choice".)

There can be nothing more oxymoronic than a transducer which considers its Designer, Effector, and User ("DEUS") to be bound by its own accepting syntax, particularly when this syntax has been thoughtfully endowed with the capacity to formulate extensions of itself by logical self-negation. Yet, the history of philosophy has been blighted by a universal inability to isolate and dissect the flaws in such pro-atheistic arguments as this. It will be both an honor and a pleasure to show that human logic contains within itself the means to disable such weak, but morally destructive, negative circularities.

"Omnipotence" implies an arbitrary ability to define and remove constraint. It includes the power of self-constraint; omnipotence allows God to create a constraint which applies to Himself. This is a stratification: God is at once That which constrains, and That which is constrained. This is no more strange than a Cretan who makes statements reflecting constraints on Cretans, as did the Cretan Epimenides when he said, "All Cretans invariably lie". Note that this latter statement implies neither that Epimenides is not a Cretan, nor that he cannot voice judgments on his race, himself, or any attribute applying to him. What it does imply, according to an application of common sense, is that whatever information such self-referential statements afford concerning their authors roust be carefully checked for self-negating inconsistency. We can believe the pronouncement of Epimenides only if we are willing, by a simple CTMU relativization of information, to except him from it at the time he makes it.

Similarly, those who wish to put self-negating words into the mouth of God, as it were, must make an exception for which they have themselves set the conditions. Thus, God can provisionally deprive Himself of omnipotence, but only by "simultaneously" exercising His omnipotence. The meaning of simultaneity is not the same as usual here; instead, it signifies the fact that God - in the hypothetical manifestation we are considering - occupies the same two levels of G as does ND. His (programmatic) omnipotence and His (programmed) non-omnipotence, set thus within the paradox-resolvent framework of G, cease to be paradoxical. Of course, the relationship of God to G goes well beyond this manifestation.

We can bring the situation even closer to home. Imagine that you are a chain smoker, and that you have just resolved to quit. You establish a constraint to that effect, willing it. upon yourself with all your resolve. Having done this, you can now ask yourself: "Can I have a smoke, or can't I?" The two voices in your head, one saying "yes!", and the other "no!", are just a nicotine addict's version of the "omnipotence paradox". That is, if you can choose whether or not to smoke, then you can choose not to smoke. But if you have chosen not to smoke, then you cannot (choose to) smoke.

Notice that this does not cause you to vanish in a puff of self-contradiction. You have merely stratified your intentionality. To keep observing your renunciation of tobacco, it is sufficient that you iterate this regression whenever the constraint weakens enough to let you question it. This example differs from the "omnipotence paradox" primarily in that its constraint does not impose absolute physical limitations on the dependent phase of the protagonist; this permits confinement of its regressive re-affirmation "within" the G0 timetype. Still, it is nothing short of astonishing that so common a predicament has not elicited more empathy among those willing to sacrifice their faith in the name of "logic".

Mr. Hoeflin now speculates in a direction expressly forbidden by the traditional formulation of Newcomb's paradox. "Suppose that in making my decision about whether to take one or both boxes I use a purely random basis for decision such as the decay of an atomic nucleus." Conveniently, my own stronger formulation relaxed the original constraint against basing one's decision on outward, otherwise irrelevant criteria. This was accomplished by arbitrary extension of the transducer MN into its physical environment, a maneuver described in my discussion of knowledge in Noesis #45 (p. 10, top paragraph). Mr. Hoeflin's condition thus has the effect of rendering MN's strategic algorithm dn nondeterministic, and the dynamic augmentation of MN a nondeterministic automaton. These possibilities, of course, were accounted for in the Resolution.

Next: "If the demon could predict this choice, then he would be doing the impossible, since the decay of that nucleus in a given period of time is random rather than deterministic." To be fair, this could be put into an average college physics textbook as a subatomic twist on the venerable oracle of thermodynamics known as Maxwell's Demon, there to reflect the shallowness of such literature with respect to terms like "impossible", "random", and "deterministic". Physicists, who often hold philosophy in contempt for its "fuzzy" and "meaningless" references, frequently fall into the same traps of language as those whom they scorn. Although the above point was dealt with in issue no. 44, a brief refresher may be in order.

The "nondeterminacy" of the decay of an atomic nucleus means that the schedule by which this decay occurs is to some extent not a function of physically measurable variables. Dynamically, this means that the event has an "open neighborhood" effectively isolating it from known physical causes or dynamical mechanisms; the set of determinants of such events is not closed under known deterministic operations. This open neighborhood does just what it sounds like it does, exposing the event to ulterior determinants.

The apparent nondeterminacy of such events, as derived from the statistical formalism used to predict them, is an artifact of that formalism. To consider it any more than that is to make the theory of nuclear decay a source of self-fulfilling predictions. But we have shown above that this is a logically impermissible artificial tautology. Such tautologies attempt to restrict incoming data on the basis of limitations in theory, measurement, or past data, and are not good science. It follows that when you talk about the "randomness" or "determinacy" of phenomena, these predicates are tacitly relativized to your current knowledge and ability. To put is as succinctly as possible, uncertainty is just computationally-relativized nondeterminacy. As science is necessarily computed by experimentative and experimental automata, these automata cannot supplant uncertainty with "absolute" nondeterminacy. Because human scientists have G-subautomatonic models, this goes for them too.

G is designed as the universal mechanism of arbitrary "ulterior determinants". By definition, it is maximally unbiased with regard to these determinants and their effects; it even allows for what we would consider "nonphysical" determinants. Because it models the paradox-resolvent stratification of our internal logic, it is immune to vitiation by paradox; it "regresses" in such a way as to provide arbitrary contextual extensions for paradox-resolution. It features a niche for hypothetical creatures like the Maxwell and Newcomb Demons. This niche is safe from scientific encroachment, because it recedes as science advances. To put it another way, for every theoretical language expressing scientific constraints, there is a metalanguage in which we may express the potential for changes, suspensions, or augmentations of those constraints. G is the active, mechanistic counterpart of this (Tarskian) linguistic regression, ramified and explicated in the CTMU.

>From his premise, Mr. Hoeflin infers: "If the demon can make such a prediction successfully, then we would have to conclude that the universe is essentially deterministic at bottom rather than indelerministic." He then adds, "But we have no way of estab­lishing such an assumption." This is a self-contained antinomy. If the demon is observed to make such a prediction successfully (and repeatedly), then we have "established" - by observing him - that there is a determinative mechanism allowing him to either predict or control the decay. Of course, this does not mean that the universe is "deterministic", but merely that there is an unknown (and possibly nonlocal) mechanism relating to the event...and that the demon can make use of it under the conditions of his trials.

Mr. Hoeflin concludes: "Ergo, the paradox proposes an essentially unsolvable problem, given the present state of our physical science." There is a difference between giving a precise, detailed solution for a problem, and showing that a solution must exist. The distinction is between the constructive and existential viewpoints. The simple yes-or-no, one-box-or-two decision problem central to Newcomb's paradox requires only that MN infer from empirical data that there *can exist* a solution to the secondary problem of how ND can predict or control the outcome of the *game*. To solve the decision problem, MN must show that the conditions for existence of a solution to the secondary problem are not "impossible" or "inconsistent" among themselves. G is the required framework, and we needed only use logic to find it. The benighted current state of our physical science bears only on the secondary problem. But it was ND, and not we, who had to solve the secondary problem, and our physics can only try to catch up with him.

Why, some might yet ask, do we need G at all? Can we not simply assume that a rational, conventional, "physical" explanation for the Newcomb data - e.g., physically-measurable, behavior-critical "N-waves" emitted and received by the human brain - is there to be found? This is in fact the "enlightened" side of the traditional approach to science. Whether unfortunately or not, this approach is rapidly converging on bankruptcy. Besides the many indominable arguments from logic and mathematics, the reasons include the very argument on which Mr. Hoeflin based his objections - the apparent nondeterminacy of quantum events like nuclear decay. Of particular importance is the apparent existence of nonlocal conservation laws which violate the locality criterion of physics.

Physics, as conceived by most of us, is totally dependent on the assumption that causes are physically linked to their effects. Nothing is thought to happen without adjacency and contact, where contact is matter-to-matter, field-to-field, or matter-to-field. Adjacency is totally determined by the metric, or set of spatial relationships, on which it is defined. So physics is inherently metrical in nature, and phenomena which violate the metrical adjacency criterion totally disable the associated physics. In this event, physics must be extended. G is the exclusive syntax of metametrical theoretical extension, where the "metametric" is an arbitrary relational extension of the limiting physical subtheory that we call the "physical metric". Because inductive criteria forbid us to rule out nonlocal correlations and mechanisms, G is not a theoretical "option", but a fully justified metaphysics. All those who care about science and understanding can breathe a sigh of relief that this metaphysics has finally been discovered, precisely defined, and explicated as the CTMU.

Physics has long fixated upon the geometrical properties of space in its deepest analyses of time and causality. The structure of matter, on the other hand, has been seen in terms of algebraic symmetries of components. But physics is process, and petroglyphic mathematical entities can yield only a limited amount of insight on their own. It is time to realize that dynamical processes are *computed*, and that the mysterious power granted the observer in relativity and quantum theory resides entirely in the computative essence of observation. The universe is automatonic in its parts and in its entirety. Though the CTMU has been ardently desired by the great of intellect since time immemorial, never before has the concept of machine been made powerful enough to derive it. Wait no longer. G has risen at last. Copyright 1990 by C.M. Langan

# In Clarification of the CTMU and its Applications in Noesis

The following enumerated remarks are in response to those of Chris Cole and George Dicks in *Noesis* 57 (Sections 1 and II resp.).

SECTION 1

1) The CTMU is a theory of reality as mind, not "the universe as a computer". The latter analogy was given advisedly as a conceptual aid and as a means by which to apply mechanistic and computational formalisms to the model. It does not encapsulate the whole theory.

2) The components of the CTMU are not all new. The idea as a whole *is* new. Technically, there are no new ideas, just new combinations of old components. The CTMU is more deeply rooted in analytical philosophy and the foundations of mathematics than in practical computer science, which nonetheless plays a large part in it.

3) I know of the late physicist Richard Feynman. But who is Ed Fredkin, and where can his ideas be sampled? If Chris means to give him credit for the CTMU, where are the applications? Given the current mania for computer simulation of natural processes, it would be incredible if no writers or scientists had latched onto the general notion of a computational universe. However, we don't give those who make mathematical conjectures automatic credit for proving (hem as theorems, we don't give Michelson, Morley, or Lorentz credit for Special Relativity, and we don't give Jules Verne credit for the deep-sea submarine. Credit is reserved for those who display greater understanding of the ideas in question--for example, by application to problems like Newcomb's paradox, quantum wave-function collapse, and logical and empirical induction. Those are the rules; I'm only following them.

4) Anyone who thinks I'm an "incautious thinker" has a responsibility to point out some specific flaw in my reasoning. No matter how "general" my reasoning is, it is either right or wrong, and if it is wrong, then it contains an identifiable flaw. This group has had a standing invitation to locate such a flaw, but has not done so. For example, if my reasoning is too general to solve the (very general, but very important) problems I claim to have solved with it, such a fact is demonstrable; my claim could be falsified.

5) The CTMU is a theory of the codeterminate relationship between reality and the intellect. The empirical evidence offered so far includes the many experiments now confirming EPR-Bell quantum non-locality and Heisenberg uncertainty. These are hard, physical facts which were fundamentally unexplained prior to the CTMU. The logical evidence presented in favor of the CTMU has been nothing short of overwhelming. Resolutions of paradoxes are evidence for logical theories as surely as predictions and explanations of anomalies are evidence for physical theories. Because physical theories necessarily have logical structures, logic has priority. A single unresolved paradox of the general form x = -x invalidates the entire logical system containing it, and thus every semantical theory formulated within that system; it renders determinations of truth and falsity impossible for every statement the system and theory contain. In principle, I can thus claim every confirming instance of every logically consistent scientific theory as evidence of the CTMU, making it the best-confirmed theory in history. In point of fact. this is precisely what I've already done.

6) Even if CTMU were a definition rather than a theory, definitions are necessary components of theories. There is an inclusory relation, not a total distinction, between the two. In fact, the CTMU can be characterized as a THEORY of how the mind DEFINES and IS DEFINED by the universe. If you must, re-read *Noesis* 46 and 47.

7) That some details of CTMU were omitted in my presentation was quite deliberate. I used only what I had to use to solve the problems I attacked. The size and scheduling of *Noesis* imposed severe restrictions on me; even so, I was simultaneously accused of being overly general and excessively technical. This is a paradox that even I find hard to resolve. 8) I have a razor-fine dissection of the original marble problem (#26, Trial Test B, *Insight* 10) in the form of a dialogue so clear and amusing that even an average high schooler could understand it. However, the current editor-despite what I'm sure are his many virtues-shows an apparent preference for scatological humor over this kind of material, and threatens to "edit like crazy" anything not completely to his liking. That naturally precludes future extensive discussion of the marble problem, towards which he professes antipathy. This is unfortunate, since the dialogue is illuminating on Bayesian paradox in general. Had anyone expressed any real encouragement, I'd have printed and mailed it myself. But supporters are apparently few. So for now, I'll just reiterate my former assertion: there is one and only one way to solve the problem as presented. In a nutshell, the reasons are:

a) Observation is all you have to go on, and the l<=(r)<=10 marbles you observe display just one color. The number of possible colors is critical information, so you can't just guess it or make it up. *It has to come from observation*. The way you refer to the electromagnetic distinctions on which color is defined is also important, but only as an upper limit on what may be observed. I.e., if you can discern only n colors, you can observe no more than n. Letting your chromatic sensitivity or vocabulary play a greater pan than this implies that you are controlling the sample by observing it, a ridiculous assertion. You are not a "demon"... or are you?

b) Since you can't make up the number of colors, you're entitled to just two, the one you've observed and a generalized complement to symmetrize (remove imbalances in) the initial information necessary for Bayes' rule to work. This is the direct negation of the observed color: white —> nonwhite. Failure to add this complement imbalances the calculation and makes whiteness "axiomatic" for marbles on the basis of just one observation ... an absurdity, given that the formulation requests a "probability" and thus implies an exhaustive and disjunctive set of at least two nonzero colors. The idea of "color" does not exist for monochromatic observers.

c) You must not only symmetrize color (i.e., white-nonwhite), but also the possible distributions in terms of color alone. Otherwise you're imparting phony confirmation to information you can't legitimately claim ... the information embodied in any asymmetry among allowed colors or initial distributions. Thus, the white nonwhite ratio n/(10 - n) is equally probable for all n from 1 to 10.

Let me explain. The method by which marbles were colored and put into the box can be known to you only through the actual distribution. Unequal probabilities among *possible* (initial) distributions would imply that you have*a priori* information on this method and so on the actual distribution itself. *But the problem formulation gives you no such information*. If such information emerges over repealed experiments, the problem changes and Bayesian inference is relativized to new data. But until then, you're more limited.

These conditions--that only two colors may be used, and that all distributions in these two colors are initially assumed to be equiprobable--plug directly into Bayes's rule and yield a probability of .67 that all ten marbles in the box are white, given that sampling with replacement has produced ten white marbles in a row. This is a *very specific* determination which should be easy for all to follow. There is nothing "ambiguous" about it. But just to make sure, let's run the computation one more time.

BAYES'S RULE: p(a|b) = [p(b|ai)p(ai]/[p(b|ai)p(ai + … + p(b|an)p(an]

where p(a|b) means "the probability of a, given b", and the ai are exhaustive independent alternatives defining a random variable A.

Let A = {a0 or … or a10} be the actual distribution of marbles in the box, and let an be the possible distribution with n white and (10 - n) nonwhite marbles. The symmetry condition on possible distributions means that p(a1) = … = p(a10) = .1 (since at least one white marble has been observed, p(a0) = 0). Let b represent the evidential data, a sample-with-replacement of 10 while marbles in a row.

Then

![](data:image/gif;base64,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)

The original marble problem has now been solved more explicitly than any other problem on any Ronald Hoeflin test. So, unlike most of them, it can now be cautiously used to measure intelligence.

SECTION II

8) Regarding George Dicks's criticisms, I'm forced to reiterate a crucial distinction that makes all the difference in the world. He has solved Newcomb's PROBLEM; I resolved Newcomb's PARADOX. George is one of many who have solved the problem in essentially the same way. I didn't solve it at all except as a "side effect" of resolving the paradox between (he arguments that George and Chris employed. This can only be done in one way, as defined with great precision in *Noesis* 44. *The Resolution of Newcomb's Paradox* represents the first and only time that this has been done in print. While I've already congratulated George on writing a fine paper with some original features, his entire "rebuttal" is virtually irrelevant in view of the foregoing distinction. But I'm going to go over a couple of things I'm afraid he and Chris might have missed in *Noesis* 44-49, just to make sure that nobody backs himself into a corner he can't pitch his tent in.

9) Computative regression is the essence of Newcomb's paradox. The regression is defined by the conventional formulation which George *changed* to get his own version of the problem. Trying to avoid a computative regression in resolving Newcomb's paradox is like trying to avoid the idea of viruses while searching for an AIDS vaccine. It can't be done with any hope of success.

10) The arguments used to solve Newcomb's problem fall into two general classes, mathematical expectation and temporal directionality. The former class is probabilistic and statistical; the latter is intuitive. Both classes involve subjective utility or self-interest, and both claim an empirical basis. Chris Cole argues from physical intuition grounded in his experience of reality. George Dicks argues from numerical data. But it's easy to see that Bayes's rule, the proper use of which I outlined above, can easily be adopted to Newcomb's problem in lieu of the method he employed. The way I've used it to avoid "false axioms" in the marble problem applies as well to Newcomb's problem, and yields a numerical determination comparable to his. The point is, CTMU principles cover all numerical methods in this class while depending on none. The CTMU is determinant over all of them in kind.

11) "Empiricism works" is a statement with which I fully agree. However, it does not work by itself. Empirical induction is to theorization what observation is to recognition; one is of no use without the other. The CTMU is primarily a theory of induction. To claim that it was used to resolve Newcomb's paradox at the expense of empiricism is a non sequitur. The CTMD resolves the paradox because, unlike certainty theory and standard numerical statistics, it accounts for the means by which empirical data--like the perfect success of Newcomb's Demon and quantum nonlocality--can violate intuitive (and observationally-confirmed) assumptions about lime and space. These means involve the relationship of mind to reality, not just mind or reality alone.

"Anything less is just theology" is a statement which I find impenetrable. Your past experiences and disappointments with what has traditionally passed for theology have nothing whatever to do with the CTMU. which realizes Kant's dream of a "theology" derivable from the union of mind and reality. If you mean to challenge that, you'd better gear up for a whole new game. CTMU "theology" owes nothing to the history of religion, and whatever arguments you use against it had better not either. That includes any idea you might have that the theological implications of the CTMU arc "unverifiable" or mere "wishful thinking".

12) *The Resolution of Newcomb's Paradox* allows for any arrangement of chooser and predictor. These designations are meaningful only relative to each other. That particular arrangement in which the predictor dominates the chooser happens to be set by the canonical formulation. In *Noesis* 45, the theory of metagames was incorporated into the CTMU. This theory, by merging the best interests of the players, allows them to *cooperate* in nondominative situations where "choosers" and "predictors" are indistinguishable. This idea was further developed in Noesis 48. The bottom line is, if neither player is "predictive" relative to the other, then there exists a jointly accessible algorithm which lets them cooperate to achieve mutual benefits (the theory of metagames). This prevents what George calls a "chaotic exchange of move and counter-move," provided both players know of it. But if one is dominant, as the formulation stipulates, then the situation is identical to that of *The Resolution*. These possibilities are exhaustive and mutually exclusive, so no further explanation is necessary. George's attention to specific arguments is commendable, but unnecessary resolve the original version of Newcomb's paradox. It can't be used to justify a claim of superiority or priority, particularly when it completely ignores the theory of metagames.

If, despite the ubiquity of computative regressions in every aspect of our mental lives, you doubt their possibility, you still can't use your doubt as an objection to the CTMU or its resolution of Newcomb's paradox. If you deny it, then you also deny the validity of mathematical achievements like *nonstandard* analysis, which itself uses an "incredible" model-a *nonstandard* universe containing "infinitesimal" (nonzero but subfinite) quantities-to resolve inconsistencies in the infinitesimal calculus. The CTMU is on even firmer ground, and you will ultimately find it harder to avoid than death and taxation. It is a *fait accompli*.

My remarks are numbered. If you disagree with anything I've said, please refer to it by number and line. The exchange has thus far been circular, and I can't waste time on circular objections. You supposedly have I.Q.'s in the vicinity of 180 and vocabularies to match. If you find these comments "stultifying", "unreadable", or anything but crystal clear, don't blame me. I'm just the one who tentatively bought your PR.

This is not to say that I don't hold your intellects in high regard despite your lack of encouragement. I only wish thai some of you could forget about defending your special views long enough to recognize that you have witnessed a remarkable development. I expect only what is reasonable and seek nothing that is not mine by right. One supposed benefit if a high IQ is knowing when to cut your losses and reinvest in new concepts, and you've all had an adequate prospectus since early 1990.

Chris Langan

# Chris Langan to Rick Rosner

October 09, 1992

Dear Rick:

Since I'm sending you my letter to Ron. I might as well take the opportunity to rectify what you modestly call your "mis­understanding of Godel", involving the supposed inability of tau­tological systems to generate "interesting results". Read closely; if you want to get to the bottom of the controversy over "meta­physics", it doesn't get any clearer than this.

First, let's take a look at the word *tautology*. Its meaning in the vernacular involves needless repetition or redundancy. But in logic, its meaning is more precise and more benign. It describes a statement which is *analytic*, or true solely by virtue of its logi­cal form. This reaches its limit in 2-valued prepositional logic: e.g., A v ~A (*law of the excluded middle*); ~(A & ~A) (*law of non­contradiction*). In this notation, variables are sentential; "A" stands for any complete formula or "predicate". Such tautologies are self-referential; we can let "A" stand for the whole tautology in which it appears (e.g., A v ~A --> (A v ~A) v ~(A v ~A)). Since logic is entirely developed by deductive substitution from initial tautologies - as is a geometry from its axioms - these tautologies form what you'd call a "reflexively true tautological framework". They are "highly resistant to outside contradiction" because, in order to be comprehensible, any such contradiction must be formu­lated in terms of propositional logic and therefore submit to the very tautological rules it purports to "contradict".

It is possible to take an outside perspective on 2-valued preposi­tional logic by extending the set of truthvalues on which it relies. This perspective is that of *many-valued logic*. However, if you want to be able to regard statements as being either true or false but not both at once, you cannot take this perspective. Even if we were to take an MVL perspective for theoretical purposes (as sometimes we must), we would have to "translate" our results into 2VL in order to make them consciously comprehensible.

So we have three definitions of "tautology". In order of strength:

**1**. The self-referential sentential tautologies of 2VL;

**2**. Less general analytic statements like "daisies are flowers";

**3**. Any statement that is repetitive or redundant.

The extreme generality of propositional logic usually makes it in­adequate as a theoretical formalism. Most scientific theories are sets of objectively-interpreted *predicates* making qualitative and quantitative attributions with respect to objectively-interpreted *object variables*. It would thus be useful to "relax" the preposi­tional definition of tautology so as to extend its applicability to predicate logic. This can be done in a self-referential way through the well-known distinction between *autologous* ("the word *short* is short") and *heterologous* ("the word *illegible* is *not* illegible") *predicates*. Unfortunately, this distinction involves a nongeneral assumption that we cannot usually make: that predicates are being typographically interpreted, or that predicate logic is being used only in reference to how it is written. So we must sus­pend the self-reference criterion. This, of course, leaves us with definition (2) above.

The self-referentiality of sentential tautology owes to the fact that these tautologies can only be expressed as things of the kind to which they refer…i.e., logical formulae. But this is rarely the case. For example, we sometimes make general statements about contexts which contain neither the statements themselves nor their objective images. These statements then comprise a "metalanguage" formulated in a context which properly includes that to which they refer...i.e., in a *semantically* context including a theoretical *object language* and its *object universe*, or referent context. Exam­ples of statements requiring metalinguistic formulation are those attributing truth or falsity to sets of semantically interpreted object-level expressions. In these and other such cases, we will be using the term "tautology" in reference to any universal gener­alization over the referent context ... something "repeated" for everything in that context, but not necessarily for itself.

But first, a preliminary note. A non-self-referential tautology always implies a restriction of its referent context with respect to reality as a whole. Otherwise, there would be no place left to formulate it in which it could avoid referring to itself. There is just one obvious context which cannot be restricted in this way: *reality as a whole*. This, of course, is the universe of any theory of metaphysics. Like propositional logic, a metaphysical theory must be formulated *within* the context to which it refers. So, given our "relaxed" definition of tautology, it will be understood that tautology becomes self-referential by necessity at the "meta­physical limit" of predicate-logical theorization.

Note also that the cognitive syntax of the human mind - the time-invariant aspect of human mental functionabi1ity - qualifies as a tautology in the same self-referential sense as does metaphysics. Whatever it considers - itself and everything else - it must con­sider within its own definitive constraints. In other words, it can consider its own structure and operation only within its own structure and by its own operation, and everything else (all which is outside or beyond it) only as an externalized potentialization of itself (i.e., as that which can be considered *within* it). If the phrase "itself and everything else" seems suspiciously close to the phrase "reality as a whole" - the "universe of metaphysics" mentioned above - then you already glimpse what must follow.

Any nominal tautology (or "tautological theoretical framework") is of one of two kinds. Either it is analytic over the entire domain of definition of its argument, or it isn't; either it covers its entire universe, or it doesn't. In the former case, it is a valid tautology with respect to the given application. In the latter it is not, and if it is nevertheless tautologically applied, we call it an *artificial tautology* or a *pseudotautology*. Artificial tau­tology is the worst bane of inductive and empirical reasoning; it pretends to yield a kind of information it cannot yield, and to describe things completely which it actually describes partially, not at all, sometimes, or never. Most supposed "metaphysical" the­ories are of this variety (e.g., the Pepper theory of metaphysics, whose root concept is tautological only with respect to behavioral psychology and not reality in general).

Artificial tautology is especially insidious when, in indetermin­ate contexts with undescribed contents, it becomes "self-implying" in a manner which parodies true logical analycity...e.g., when the rules of inference of the theory in which it is misplaced ignore the ordinal distinction between its "antecedent" and "consequent". As widespread examples, take such notorious prejudices as "those defendants who most cleverly deny guilt are always guilty". In any court holding this belief, no hapless innocent can be clever in his own defense without "proving himself guilty"! This statement's claim to generality resides in the supposed exhaustivity of the domain of definition of its antecedent (the universally-quantified set of defendants from which "the cleverest" are taken) and the universal quantification ("always") of its *synthetic* consequent. In empirical contexts, this is a blueprint for disaster.

Another example, paraphrased from *Noesis* 73: "Those theorists most certain of their theories are necessarily dogmatic (and insane and stupid to boot)." Even though demagogues, who prey on the ignor­ance and prejudice of their audiences, are marked by just this kind of cynical reliance on artificial tautology, the wider defin­ition of "demagogue" - which involves "leadership" - prohibits us from saying that the author of this particular one is "necessarily a demagogue". All we can say on its basis alone is that he's doing a transparent and rather sorry impression of one.

However, it's just as clear that any valid tautology, by virtue of its applicability over specific distinctions within its universe, must be *general* in a sense often confused with *uninformative*. This confusion is only natural for those preoccupied with seeking vari­ous kinds of *specific* information. If we want to cure an ill, it isn't enough to know that we need "a medicine"; we must know the specific *kind* of medicine we need.

If the story ended here, we'd be in big trouble. To get *specific* information, we need to use *deductive* reasoning. But we can only do so by starting with *generalities* and "working inwards". This means that without general info, there can *be* no specific info. In other words, we can't call the fact that we need "a medicine" "worthless information", since without it, we can't even *begin* to find the specific medicine we need. Generalities - and the induc­tive reasoning which produces them - are absolute prerequisites of "interesting" deductive theories.

Generalities reflect a general truth: not all of them are created equal. Tautology, as the very broadest kind of generality, is the most necessary prerequisite for informative theories. Thus, if Godel had ever said anything like "tautological systems cannot generate interesting results", he'd either have to draw some fast qualifications, or we'd have to rip the officer's stripes from his "genius" uniform and bust him down to *privatdocent*. Systems con­sisting *only* of tautologies may be informationally impoverished, but that's only because we haven't yet developed their primary

advantages: their tautological structures relative to their data-universes .

All informative systems must have tautological bases relative to their universes...i.e., must come from premises (or axiomatic sets of premises) that are true for all things under all circumstances describable within them. Any system which does not is founded on premises which exclude some aspect of its universe, and is useless for arguments involving it. Where this excluded aspect is unknown, we cannot identify the arguments for which the system is or is not useful. This, of course, eviscerates the entire system from an in­formational standpoint, on the other hand, if the excluded aspect *is* known, then adjoining this info to the system in a way allowing it to interact with info already there extends the system to cover it. and there must now exist a tautological basis of the system with respect to its whole universe.

Notice what this says about the plight of pre-CTMU theories. The validity of any of them must be *relativized* to those aspects of the universe for which its basic premises are tautological; what­ever information it contains exists only for them. Wasn't it too bad that the info in particular pre-CTMU theories was inapplicable to the contexts of other such theories...i.e., that all specific-theories couldn't be combined to amplify information about the contexts of each of them in least within logical constraints up-plying to relationships among the universes themselves?

Information is not an absolute quantity. It exists *relative* to the contexts in which it is applicable. If you know that apples are edible, but you have no apples, then you have no useful infor­mation on how to feed yourself, hut if you have an endless supply of apples, you have quite a bit of info indeed. On the other hand, no number of apples can alone make "apples are edible" yield info on how to fix your TV. Unfortunately, standard information theory just wasn't equipped to deal with these and other aspects of its titular subject matter. While Shannon-style information *was* a sufficiently powerful concept to promote the development of modern communication and computation systems, it had its limitations. The CTMU was invented partially to rescue the world from these limita­tions by redefining information in a more powerful way.

As readers of *Noesis* will recall, this crucial redefinition begins with a mutual, recursive interdefinition of *information* and *cognition* within a "reified tautology" called a *quantum transdu­cer*. The quantum transducer, being*paradoxiform* by direct analogy with tautologically-based inference, models the way subjectively-tautological cognitive syntaxes transduce information in time. The universality of this model allows reality to be reduced to it, and thus to (cognitive) information. "Information" is the objective aspect of the quantum transducer *for* itself and for all others; it is *cognition-for-cognition*, equating generalistically to a cog­nitive identity relation on that part of reality to which it cor­responds (i.e., the part containing all the transducers playing active and passive roles in it).

As you suggested in *Noesis* 73, my "certitude" regarding the CTMU rests on its tautological structure relative to all humanly-com­prehensible reality (I seem to recall mentioning something to this effect during one of our two conversations)...and a few related "tricks" like paradox-distributivity. Formulating reality as a tautology was an obvious move. The reason no one succeeded before me is that doing so required a basic (and rather counterintuitive) restructuring of our perceptions and conceptions of reality.

A primary effect of this restructuring was to eliminate certain barriers existing among various submetaphysicaI disciplines. Every field of human inquiry contains valuable information, but it has always been difficult to transfer this information across inter­disciplinary boundaries. Thus, the elimination of these boundar­ies - the construction of a "universal formalism" - opens various realms of inquiry to relevant but otherwise-inaccessible informa­tion once "hidden" in the alien formalisms of other realms. The "liberated" information is then free to combine in synergistic (or even chaotic) ways to reveal new insights.

I know you remain skeptical of certain implications of the CTMU, largely because you're unfamiliar with the logical and model-theo­retic criteria for proof. Hut you must at least know that they in­volve conjunctions like *type theory* and *probability theory*, and the theories of *physics, computation* and *decision*. Furthermore, these conjunctions are used to solve problems which cannot other­wise be solved, at least with any amount of ease. Your skepticism notwithstanding, it is obvious that this kind of "informational chain-reaction" can he a powerful generator of insight.

There is one problem in particular that cannot be solved without a CTMU-style tautology and its attendant informational explosion: that of providing a general, logically consistent picture of the universe. This owes to the fact that the basis (root concept) of any correct theory of metaphysics must be *tautological relative to all conceivable aspects of reality*. Because the "metaphysical uni­verse" is so all-encompassing that it exceeds the set of all self-inclusive sets, where "self-inclusion" is synonymous with the kind of self-description on which (prepositional) tautology is defined, it must reduce (or regress inductively) to the broadest and most powerful tautology the human mind can formulate.

There is only one such "universal tautology", and therefore only one correct basis for metaphysical theorization. To convince you of this, I offer the following informal and highly simplified "proof". For the purposes of this proof, think of "information" as that by which transducers distinguish among objects or ideas. The phrase "T excludes d" means that the *theory* T contains neither the *info* d nor a deductively heritable generalization of it. The point of *exclusion* is to excuse us from differentiating between two theories, one of which is either a notational variant or deductive evolution of the other. Such theories pass as virtually identical; "different" theories have different tautological bases.

**SHORT FORM:** Say that there are two true but different theories of metaphysics M and M’, one or each of which contains information inferentially excluded by the other. Call all such info "d". Since M, M’ are both true, and the distinction between two truths is it­self a truth, d is true. Since metaphysics is comprehensive over reality by definition, it can exclude no real truth. But at least one of the pair M, M’ excludes at least a part of d. So at least one of the pair is not a theory of metaphysics, and the assump­tion that two such theories exist is self-contradictory. This im­plies that there is at most one true theory of metaphysics.

Could there be *no* true theory of metaphysics? According to the above discussion, metaphysics reduces ultimately to the human cog­nitive syntax (or more accurately, its symmetric self-expansion). So "no true theory of metaphysics" would imply that human beings lack a cognitive syntax. If this were so, human cognition would he random and patternless. But it isn't. So there is one true theory of metaphysics, and this is by definition the CTMU.

It might be objected that the CTMU, being based by definition on the human cognitive syntax, already resides in each of our minds and thus represents no informational gain. But this syntax is not so easily formulated within itself, and equating metaphysical reality to it is neither obvious nor simple. As explained above, a net informational gain comes from freeing information once "locked up" (artificially isolated) within U\*-pseudotautologies and the scientific and mathematical theories implicitly based on them.

Now that we have the essential picture, let's try for some detail. Let Ui, be that part of a generalized universe U\* to which we refer as *the physical universe*, or the set of all things directly obser­vable by Ui-observers. This is a recursive definition in which Ui is defined on Ui-observers and vice versa, and varies with choice of subscript. Subscripts correspond to *cognitive equivalency classes* within U\*, or sets of observers sharing the same information-transductive syntax. Ui consists of that part of U\* specifically decidable to Ui-observers, and is mathematically equivalent to the cognitive class itself. Assume that the class Ui is human.

The term "metaphysics" is variously construed. In certain usages it encompasses alternate (or "parallel", or independent) realities with no physical meaning. In the Aristotelian sense - and ours it is the totality of theoretical potential relative to the physi­cal universe. While there is nothing mutually antithetical about these constructions, metaphysics relates to physics only as an exhaustive domain of ultimately Ui-effective "hidden causality" undecidable by conventional scientific means. The *real universe* U\* is an extension of Ui by adjunction of this domain.

U\* is related to the physical universe by a form of connectedness loosely characterizable as "relevancy"; i.e., it is an extension of Ui generated by causal regression. From Ui, it appears as "causal potential" manifesting itself in Ui as "physical effects". For Ui, U\* is unique. For suppose that Ui were contained in many realities corresponding to many Ui-distinguishable metaphysical tautologies. For the differences among them to "register" in the minds of Ui observers, they must be specific relative to the Ui cognitive syntax. As relatively specific tautologies are of lower order than the "tautological" Ui cognitive syntax itself, the uni­verses to which they apply - i.e., the realms of Ui potential and Ui-relevant "alternate reality" they represent - must be partial and therefore properly included in U\* (which is complete by defi­nition and theoretically infinite). It follows that U\* is unique up to indiscernability: if "other versions" of U\* exist, they must be within it, inductively homomorphic to it and indistinguishable from it.

It would be easy at this juncture to point out that by "reifying" information as the quantum transducer, and distributing the quan­tum transducer over reality, we have removed the major distinction between U\* and any theory describing it. Whereas only the latter was formerly regarded as "informational", so now is U\*. The U\*-decscriptive theory is now merely a sort of endomorphic "self-equi­valency" of U\* as perceived by Ui. We could conclude our proof on these grounds alone; if U\* is informational and "unique" for Ui, then so is the metaphysical information to which Ui regards it as "equivalent". But we can make this even clearer.

A theory of metaphysics is formulated by inhabitants of the real universe it describes. Relative to (Ui , U\*), it is a description of U\* by the observational subsystem Ui of U\*, or a U\*-self-description based on a Ui-formulated U\*-quantified tautology applying to the "metaphysical" extension U\* of the jointly-observable reality (Ui) of the Ui cognitive equivalency class of U\*. The circularity of this description reflects the necessary self-referentiality of tautology at the metaphysical level.

Suppose that there exist Ui-discernible theories of metaphysics M and M’ on {Ui, U\*}. The Ui-discernability" of M, M’ implies that they are Ui-informationally disjoint: (M ∪ M’) - (M ∩ M’) = [illegible] ∅. The "infometrical" form of this relationship is graphically expressed as

M---------(d)---------M’,

where the edge (dotted line d) represents *syndiffeonesis* (differ­ence within a cognitive class)...i.e., information in the sense given above.

Now, the disjunctive information represented by the edged exists in M ∪ M’, which, by the self-referentiality of metaphysical tau­tology, implies that it exists in their common universe U\*. So the edge *d* represents *real information* that must be included in the *real universe U\**. By our initial assumption that M and M’ are both theories of metaphysics and therefore tautological on U\*, d must be included in both of them. But since d is defined as*disjoint* information - whence the way it disjunctively separates M and M’ - this leads to a contradiction. I.e., the nonuniqueness of M and M’ violates the universality criterion of metaphysics.

**Now let's see if we can recap all of this**.

Aristotelian metaphysics is universal, containing in principle all Ui-relevant information (Ui-potential) U\*. A theory of metaphysics M is an open inferential system which, because necessarily univer­sal, reduces to a Ui-recognizable tautology T on U\* heritable in M via generalized rules of inference (where "generalized inference" is just logical substitution). As specific information equates inductively to ancestral generalisms, and U\* is both unique and Ui-indiscernible from T, the identification M = T = U\* is practically unconditional. Now suppose that there exist two Ui-distinguishable true metaphysical theories M and M’; i.e., two Ui-distinguishable Ui-tautologies T and T’. These can only be Ui-distinguishable by virtue of a nonempty Ui-informationa1 disjunction: i.e., disjoint information d = (T ∪ T’) - (T ∩ T’) > ∅ recognizable in/by Ui (where the information in T or T’ equals the scope (image) of its univer­sal quantifier, and ∅ is the null set). This information d, being the distinction between two Ui-perceptible truths, exists in Ui and thus U\*. But as it is *disjoint* information, one member of the pair (T, T’) does not contain it. So this member does not cover U\*, is not a U\* tautology, *and thus is not a theory of metaphysics*. On the other hand, M = Uj = 1, 2... Mj, where the jointly U\*-exhaustive Mj are all "true", Ui-distinct, and M-nonexluded, *does and is*.

So the assumption fails, and there can be only one correct theory of metaphysics at the tautological level. This, by definition, is the CTMU. I.e., the CTMU takes this existential proof of metaphys­ical uniqueness and uses the implied system as the identity of a *transductive algebra* meeting the conditions for human cognition by its homomorphic relationship to the human cognitive syntax. So for the human cognitive equivalency-class, the universe is generalistically identical to the CTMU tautology.

*Soi-disant* "metaphysicians" have been debating the merits of so-called metaphysical theories for centuries, usually claiming to argue from "logical" standpoints. The only accord they have been able to reach is an "agreement to disagree". Sadly, this has left the uncloistered masses with a level of metaphysical understanding not far above that which guided them through the last Ice Age, and science without a clue as to the meaning of what it is doing. If this is not a monumental injustice to humanity, then humanity has vastly overestimated its own importance.

Fortunately, mankind *does* have a protector against the abuses of time and energy being perpetrated upon it even now by mainstream philosophy. With the coming of the CTMU, time has run out forever on this conspiracy of the blind: the blind, sighted at last, can newly behold reality through tears of shame and gratitude; and the rest of us, freed from the rotting conceptual bonds of traditional "wisdom", can finally anticipate the fulfillment of our collective intellectual identity.

As a start down that road, the information in this letter alone exceeds that of a standard Ph.D in "philosophy". Think of it as a primary gateway into logical self-awareness.

Regards, Chris

# Reply to Chris Langan on Isomorphisms, Models and Objectivity

*Includes Langan’s responses*

To: fire@prometheussociety.org, mega@yahoogroups.com

From: Kevin Langdon <kevin.langdon@polymath-systems.com>

Date: Thu, 05 Jul 2001 00:15:32 -0700

Subject: [mega] Reply to Chris Langan on Isomorphisms, Models, & Objectivity

On Sun, 11 Apr 1999 18:06:16 -0400 (EDT), Chris wrote:

> Subject: Re: [MegaList] Reply to Chris Langan, 4/11/99 (Part

> One)

>>> Okay, everybody, break out the Dom Perignon and raise

>>> your glasses to Kevin Langdon, who seems to be setting a

>>> new personal record for obtusity and obstinacy. His last

>>> messages underline as never before what he has proven

>>> countless times already - namely, that while he sometimes

>>> barely has a point when it comes to statistical psychometrics,

>>> he is almost always dead wrong when it comes to anything

>>> else, and will never, ever admit it. But this time it's even

>>> better. Now Kevin is challenging the entire scientific,

>>> mathematical and philosophical world over the meaning

>>> of "isomorphism" in the context of formalized theories! He

>>> can't win, of course...not today, not tomorrow, not when the

>>> burnt-out sun is a dense ball of ash spinning like an icy top

>>> in the blackness. But that's what makes it all so...remarkable!

>> isomorphism, n.: a one-to-one correspondence between

>> two mathematical sets; esp. a homomorphism that is

>> one-to-one

>> homomorphism, n. a mapping of a mathematical group,

>> ring, or vector space onto another in such a way that the

>> result obtained by applying an operation to elements of the

>> domain is mapped onto the result obtained by applying the

>> operation to their images in the range.

>> --\*Webster's New Collegiate Dictionary\*

>> [I have only included the mathematical definition

>> for each term., in accordance with Chris' usage]

> Points to notice.

> 1. Above, Kevin presents a partial definition of "isomorphism"

> along with the technical definition of "homomorphism".

> Additionally, he fails to notice that the given partial definition

> of isomorphism tacitly implies that it is onto (surjective). [I

> warned Kevin about relying on Webster's in this kind of

> discussion.]

I certainly agree that an isomorphism, as defined in mathematics,

is necessarily onto; no set elements are not included in its range.

The key point is that an isomorphism is a mapping that preserves

all operations.

But over and above that, I understand you to be claiming a

metaphysical relationship between a model and the real-world

object which it represents, and that is what I do not admit to have

been established. I also question the way you use terminology,

which I sometimes find ambiguous.

> 2. Kevin's assertion that isomorphisms can be one-way makes

> no difference whatsoever to the thesis under discussion.

I never said that, but I agree that the "isomorphism" discussion

is not central to the real question at hand, which is whether

Chris' logical arguments imply anything about the real world.

> 3. The proper algebraic definition of isomorphism goes

> something like this: If <A,\*>,<A',\*'> are monoids, m:A-->A'

> a map of A into A' such that m(a\*b) = ma \*' mb for each a,b

> in A, then m is a homomorphism of the monoid A into the

> monoid A'. If m:A-->A' is a homomorphism, then m is:

> a monomorphism if it is injective (one-to-one)

> an epimorphism if it is surjective (onto)

> an isomorphism if it is bijective (one-to-one onto).

> This is taken from the nearest abstract algebra text I could

> grab, "Algebra" by Goldhaber and Erlich (Macmillan, 1970).

> Notice that since reality has algebraic structure, consisting not

> just of sets but of operations among their elements, we have

> to talk in terms of algebra. So as we see, when Kevin says

> "isomorphism", what he really means is "monomorphism"

> (even if he claims that in some strange way, this means that

> he means "isomorphism" after all).

This "strange way," as was the case with equating "theory" and

"model," is common usage among scientists and mathematicians.

It's not my fault if they're sometimes less than rigorous.

> Kevin's confusion comes down to this. In the context of

> simple sets, we can get away with saying that an isomorphism

> is "one-to-one" because, if this is applied to both sets,

> surjection (onto) is logically implied. That is, if one has two

> sets A and B and says that there is a 1-to-1 mapping between

> them, one is saying that for every element of either set there is

> another (unique) element in the other. It follows that the sets

> A and B contain an equal number of elements, and that the

> mapping is surjective (onto) no matter what its direction.

It's true that I had not explicitly stated the full mathematical

definition of an isomorphism. I took it as implicit context that

we're talking about the whole of each set.

> Thus, Kevin has not only failed to properly track the logical

> implications of his set-theoretic definition of "isomorphism"

> in the context of set theory itself, but he has failed to account

> for the additional structure that algebra brings to set theory.

> Reality includes not just sets, but algebraic operations within

> them. And that's the first installment of Kevin's math and

> reality lesson for today.

>> What I said, in my message was quoted by Chris in reponse

>> to his statement:

>>

>> [Intervening material snipped.]

>>>>> An isomorphism is a bijective (one-to-one onto)

>>>>> correspondence or similarity mapping between, e.g., a theory

>>>>> T and its object universe T(U). In the absence of a clear

>>>>> difference relation between the range and domain of an

>>>>> isomorphism, it can be contracted so that range and domain

>>>>> are coincident.

>>>> An isomorphism is just a one-to-one correspondence. Chris is

>>>> seems to think that any one-way mapping implies a two-way

>>>> mapping, which isn't necessarily true.

>>> An isomorphism is surjective (onto) as well as injective (1-to-

>>> 1). It is virtually always reversible unless it is explicitly

>>> stipulated, for usually artificial reasons, that it is only one-way.

No problem to here, now that these terms have been defined. I often

don't know whether to look up a word or phrase Chris has used

because I don't know whether it's standard or Langanian language.

>>> When it comes to the topic at hand - the correspondence

>>> between a valid theory and its object universe - the isomorphism

>>> is always two-way. That's what the "valid" means. To reiterate,

>>> the theory "selects" its own object universe (which may not be

>>> as large as the one that the theorist originally had in mind).

>> I'm tired of saying that things are unclear on my own. Therefore,

>> I'm going to indicate certain points regarding which an empirical

>> determination of general understanding or nonunderstanding

>> seems desirable. This will be test point #1. I will also ask you at

>> other test points whether you follow what Chris is saying.

> Once again, folks, Kevin is asking whether you agree with him

> regarding the term "isomorphism" in the context of formalized

> theories. So crack your knuckles and get going on those keyboards!

> Kevin wants to identify you as a member of his cult, and I want to

> know what level of rationality I'm dealing with on this list.

If I were interested in founding a cult I sure as hell wouldn't select

my audience for intelligence.

I would appreciate readings from as many of you as possible on the

seven test points in my two messages of 4/11. It's not a question of

whether you're a Langdonoid, a Langanoid, or a hemorrhoid, but of

where the members of Mega stand on the particular propositions in

dispute.

<snip>

>>> It's for this reason that all logic and abstract algebra texts define

>>> an isomorphism as follows: "An isomorphism is a

>>> homomorphism that is bijective, or one-to-one onto (injective

>>> and surjective)."

>> That vocabulary is a little different from that which was used

>> when I was in college, but it should be clear that we're all

>> talking about the same thing--a one-to-one correspondence

>> between two mathematical objects. What Chris is saying is that

>> there is a metaphysical relationship between a cognitive model

>> and that which is modeled. I say he hasn't proven it.

> I took my definition from a 1970 abstract algebra text in wide use

> in the early 70's, so (unless Kevin is a fossil) the terminology was

> current among logicians and mathematicians near the time Kevin

> was in college.

I'm a fossil. I was in college in the early 1960's.

> A model is an isomorphism M:T<-->U(T) (full definition) of a

> theory T and its object universe U(T). The model M, because it

> has been constructed to embody the theory T and possesses real,

> concrete existence in the object universe U(T) of T, is an intersect

> of T and U(T). This is not what Kevin calls a "metaphysical

> relationship"; it is an identity relationship of scope limited to the

> model itself. It's analytic...it follows from the proper definition of

> "model" (which again, I've taken from Mathematical Logic and

> Formalized Theories, Rogers, 1971).

> Give it up, Kevin. You can't win.

Win what? I say that this is unclear. Chris has been saying that his

theory \*is metaphysical\* and that it \*goes to the heart of everything\*.

Naturally I'm suspicious of drawing conclusions about "model" and

"reality" that amount to anything more than "the model is constructed

with the intent of duplicating the structure of the modeled

phenomena." If that's what Chris means, I agree with him. If he

means something more, I say it hasn't been established.

>>>>> In this sense, the abstract structure of a valid theory (as

>>>>> opposed to the pattern of neural potential encoding it within

>>>>> a brain) is virtually identical to its object universe.

>>>> What do you mean "virtually"?

>>> "Virtually": for all practical purposes.

>> How do you know what purposes will turn out to be practical?

> By reliance on logical tautologies that cannot be violated because

> they are necessary rational ingredients of experience.

Here again, Chris is claiming that logic implies something about the

real world. Although things that are logically impossible seem to

be ruled out, for the most part, in the world we live in, it does not

follow that logic constrains the world to be exactly one way.

<snip>

> MY FIRST LIST:

>>> Well, there it is. Kevin Langdon steadfastly maintains that

>>> 1. His definition of "isomorphism" is superior to that found in

>>> the most advanced logic and algebra texts.

>>> 2. Isomorphisms are one-to-one (injective), but not necessarily

>>> onto surjective).

>>>3. Isomorphisms only go in one direction.

> KEVIN'S REVISED LIST:

>> 1. "My" definition of "isomorphism" is isomorphic to that found

>> in math books and in Webster's.

>> 2. I didn't say this.

>> 3. I specifically said that an isomorphism is a one-to-one

>> correspondence, and \*not\* a unidirectional mapping, as is

>> clear from my quoted remarks at the beginning of this message.

> MY SECOND, DE-REVISED LIST:

> 1. No, it isn't. [Webster's, maybe, but that isn't a math book.]

> 2. Yes, you did. And you still are.

> 3. You specifically said that I erred in supposing that an isomorphism was

> necessarily bijective. And you said that an isomorphism is one-to-one.

> So what you meant was that an isomorphism is not necessarily onto.

KEVIN'S SECOND, REREVISED LIST:

1. I've responded to this above.

2. Where?

3. That isn't what I said, either. You have a way of stating something and

grafting something else onto it. If I deny the "something else" that doesn't

imply that I'm denying the simple truth embedded in the formulation.

What I denied was that you've proven anything about the real world.

On Sun, 11 Apr 1999 18:45:14 -0400 (EDT), Chris wrote:

> Subject: Re: [MegaList] Reply to Chris Langan, 4/11/99 (Part Two)

>>> Gird thy loins, my fellow Megarians, as duty calls us to beat

>>> down the remainder of Kevin Langdon's brutal assault on the

>>> lexicon of logic, philosophy and higher mathematics.

>>>

>>> On Fri, 9 Apr 1999, Kevin Langdon wrote:

>>>>>> I agree that scientific theories do not generally include models

>>>>>> of the theoreticians themselves.

>>>>> And that's what makes them objective. The mental processes of

>>>>> the theorist are deliberately excluded from scientific theories.

>>>>> When you denied that such theories were objective for that

>>>>> reason, you were wrong.

>>>> That certainly doesn't make them objective. When a pro wrestler is

>>>> trash talking about how he's gonna put his opponent in the hospital,

>>>> his model of the situation doesn't include the mental processes of

>>>> the wrestler himself, but it would not be in accordance with standard

>>>> usage to describe his statements as "objective."

>>> Phenomenal focus is a necessary but insufficient condition for

>>> objectivity (do you understand this distinction?)

>> Approximately, but I'm not sure I have a precise handle on what you

>> mean by "phenomenal focus" or what other element you believe is

>> necessary for "objectivity."

> Phenomenal focus means empirical versus rational focus. Phenomena

> are "out there". Rational processes are usually thought to be "in here"

> ...unless you'd just like to agree with my original point, which is that

> they're both "out there" (and for that matter, "in here").

No, that's the point that hasn't been established.

>>> Trash-talking pro wrestlers fail the objectivity test for another reason,

>>> namely emotional and dramatic contamination. The "theories"

>>> promulgated by these wrestlers are deliberately infused with dramatic

>>> and emotional elements. This is a separate issue, and it has no bearing

>>> on what most of us refer to as "scientific theories".

>> That sinks your boat. Your messages are full of histrionics, hyperbole,

>> accusations, caricatures, gratuitous attribution of motives to others, and

>> putting words into other people's mouths. (Perhaps Chris will tell us

>> about the fish he sees from his "submarine.")

> Anybody but you could easily have separated the personal elements in

> my messages from the theoretical content. Try to stay in focus.

The personal elements are very revealing. Try to expand your focus.

>>>>> What you meant was that scientific theories lack \*absolute

>>>>> certainty\* due to the impossibility of perfect empirical confirmation

>>>>> in an inductive context relative to a given set of axioms, theorems

>>>>> and postulates. In other words, you don't properly understand the

>>>>> meaning of "objectivity".

>>>> What you meant is that I don't use the term the same way you do.

>>> What I meant was that you don't use it correctly (see above comment).

>> My definition of objectivity accords a lot more closely with standard

>> usage than Chris'. It's just seeing things as they are, the opposite of

>> subjectivity, which takes them in relation to an aspect of oneself as if

>> they had no independent existence.

> Objectivity entails (a) the exclusion of emotions, feelings, and so on

> from one's perspective; (b) a focus on pure perceptions (as opposed to

> emotions, feelings, prejudice, etc.).

This is not true. Objectivity entails the inclusion of everything, while being

attached to nothing.

> For the record, Kevin, I'm no longer interested in your opinions

> regarding "standard usage". We've already seen where it got you in

> the context of isomorphisms.

> This is a philosophical discussion, so we have to use sufficiently

> advanced terminology, not what you can regurgitate out of Webster's.

"Advanced" terminology is unnecessary and confusing if "elementary"

terms have not been defined and understood first--and "regurgitating"

something out of a math book is on exactly the same level.

>>>>>>> You're confusing non-objectivity with any subunary degree

>>>>>>> of confirmation. The concept of objectivity, which is

>>>>>>> defined by juxtaposition to subjectivity, is independent of

>>>>>>> degree of confirmation relative to a given axiomatization of

>>>>>>> a theory. [This is your first really bad mistake.]

>>>>>> Presumably, you are speaking of, e.g., certain mathematical

>>>>>> propositions which are analytically true. You seem to be

>>>>>> further asserting that there are such propositions regarding

>>>>>> the physical world, but you have not established this to my

>>>>>> satisfaction.

>>>>> This is the exact opposite of what was actually stated. Analytic

>>>>> truth, which boils down to syntactic consistency, is not subject to

>>>>> empirical confirmation. Empirical truth, on the other hand, is

>>>>> always subject to confirmation.

...which implies, as I said, that logic does not imply anything about the

real world.

<snip>

>>>>>>>> A model is a model. The real world is the real world. The

>>>>>>>> map is not the territory.

>>>>> Are you spacing out on me here? I'm trying to explain what a

>>>>> "model" is in the context of advanced logic and formalized

>>>>> theories. By definition, according to every scientist on this

>>>>> planet, a model is based on an isomorphism, and in fact an

>>>>> intersection, between theory and universe. That constitutes

>>>>> exactly what you say is missing: an identity relation between

>>>>> "map" (which in your lexicon corresponds to theory) and

>>>>> "territory" (the real world).

>>>> According to \*you\*, not to "every scientist on the planet." A

>>>> scientist \*tries\* to make his models correspond to the real

>>>> world, but most scientists would not agree with what you

>>>> wrote about an "identity relation."

>>> Every scientist on the planet, especially if he knows anything

>>> about logic, defines objectivity, model and isomorphism just like

>>> I do. The other ones, and I say this with all due respect, don't

>>> have meaningful opinions on the matter.

>> Chris always assumes that those who disagree with him don't have

>> meaningful opinions.

>>

>> Here's test point #4 (do you follow Chris' definitions?) and #5

>> (do you agree with them?).

> Let me get this straight. Are you attempting to turn technical

> semantics into a popularity contest to be decided by "Langdonoids

> R Us"? The only thing you can "test" by doing that is the cohesion

> of your cult, a topic in which I personally have no interest.

It's not a question of "popularity"; it's a question of confirming or

disconfirming \*Chris' remarks\* about what has been proven in the

eyes of others.

>>> But after all, they're not logicians; they're scientists. So they only

>>> have to \*do\* science, not explain what it is.

>> I agree with Chris that many scientists have never thoroughly

>> examined the roots of their discipline.

>>> First, you use "theory" and "model" as synonyms. That's what

>>> you might call a "nonstandard" equation.

>> I've seen a lot of world-class scientists use "theory" and "model"

>> interchangeably.

> Well, then, you've seen a lot of them use it sloppily. So have I...but

> again, what difference does that make? You've already admitted that

> "many scientists have never thoroughly examined the roots of their

> discipline". Some of the roots they neglect are logical.

But not \*termino\*logical. The purpose of language is to communicate;

"standard" usages are a means to an end. Sometimes less rigorous

language does the job at hand better.

>>> But to answer your question, we're talking about functional

>>> scientific theories here. And while a specific theory only

>>> corresponds to reality up to some limited degree of confirmation,

>>> its generalized cognitive substrate - e.g. logic and mathematics -

>>> corresponds perfectly to reality in a selective way. That is, they

>>> define the architecture and programming of the parallel distributed

>>> processor providing causality with an objective mechanism.

>> Test point #6. Who understands the paragraph above?

> Most qualified members, as opposed to unqualified members, probably

> understand that paragraph. But if anybody doesn't, so what? It was

> merely added as an abbreviated jolt to your memory, to refresh it

> concerning what I'd already expanded on in previous messages. Why

> are you so desperate to divert everyone's attention from the meat of

> this discussion?

Here is another example of Chris' assertions that he knows what others

are thinking. But, as usual, he's wrong. I'm just trying to find the beef.

>>>>> Of course, you might say something like this: "Isomorphism,

>>>>> shmorphism! Nothing whatsoever is reposed in reality; we just

>>>>> assume it has causal structure of its own and try to approximate

>>>>> that structure using our always-makeshift theories." But then I

>>>>> need merely point out that the objective causal structure in

>>>>> question has a certain minimal description, and this is just the

>>>>> structural intersect of all of these temporary theories: namely,

>>>>> information transduction, which we have already equated to

>>>>> generalized cognition. More specifically, it is distributed parallel

>>>>> computation, which is just what one gets by distributing any

>>>>> dynamic theory over any homogeneous local medium. Without

>>>>> this, objective causality would lack the means to function, and

>>>>> reality would be an unpredictable Langdonoid chaos for ever after.

>>>> I am not denying that there are \*laws\* governing physical and

>>>> psychic phenomena. But these laws must be discovered and verified

>>>> and this is an \*empirical\* matter.

>>> Did you, or did you not, just affirm the existence of physical and

>>> psychic laws? Because if you did, then you must have been making

>>> a rational statement, because you don't have the empirical data to

>>> identify the laws in question. This means that you are projecting your

>>> rational need for laws onto "objective reality". You're doing it, Kevin.

>>> You're doing it right now, and out of the other side of your mouth,

>>> you're denying that it can be done!

>> This is bizarre. I've observed that certain physical and psychic laws

>> have been demonstrated and established very firmly by many

>> experiments, including my own. There is no "projection" in this.

> You're bizarre, all right. First you said "I am not denying that there

> are \*laws\* governing physical and psychic phenomena." Presumably,

> you meant that because the existence of laws is obviously a general

> rational prerequisite for the existence of "phenomena". Then you said

> "But these laws must be discovered and verified and this is an

> \*empirical\* matter." Presumably, you meant that the general rational

> necessity of laws can only be refined into specific laws through

> observation, a point on which we quite agree.

What "rational necessity"? I don't presume that. The world \*could\*

(logically) be random and without any systematic regularities, in which

case there wouldn't be any scientists and they wouldn't be able to

observe or confirm anything. I \*observe\* that there are regularities;

it's an empirical conclusion.

> I was speaking, of course, about your apparent concession that laws

> are a rational condition for the existence of phenomena. I assumed you

> were capable of understanding this but had not followed the immediate

> implications. Perhaps I was mistaken. Would you now like to disown

> or modify this concession?

I agree that if there are phenomena and observers who can see them,

they must be governed by laws of some kind.

Although we don't know what forms other universes might assume, one

class of theoretical physical models predicts that there will turn out to be

many universes, each with its own set of laws.

Kevin Langdon

# 

# Superscholar Interview

***Mr. Langan, on IQ tests you don’t just score in the 99th percentile (as members of Mensa, the high-IQ society, do), but more like in the 99.9999th percentile. How is this difference measured?***

There are distinctions to be made between conventional IQ tests designed for the vast majority of test subjects, and experimental tests designed to pick up where those tests leave off (around IQ 160 or so). Due to the nature of these distinctions, the difference of which you speak can only be estimated, not directly measured.

When one exceeds the ceiling of a full-range standardized IQ test like the WAIS\* (as I have, for example), one’s IQ is said to be “off the charts”. As it cannot be fully measured with a standardized IQ test, further refinement requires an experimental test with a higher ceiling. However, because off-the-charts IQ’s are so rare that they are unlikely to be found in the limited samples on which conventional IQ tests are directly normed and statistically calibrated, experimental high-ceiling tests designed for them can only be indirectly calibrated. Basically, one sees how test subjects have scored on other tests, establishes a correspondence, and extrapolates for the very highest scores. At best, this yields an “estimated IQ”. [\*WAIS = Wechsler Adult Intelligence Scale]

The items in experimental high-ceiling IQ tests tend to be complex and quite difficult, and more time is needed to properly solve them. This affects the requirements of such tests and the manner in which they are taken, which in turn raises the question of exactly how they relate to standard IQ tests. The field of high-ceiling IQ testing is thus open to controversy, as is IQ testing in general.

This controversy is worthwhile in some respects, but misleading in others. IQ is a politically loaded topic on which misinformation abounds; purportedly “scientific” criticisms of the IQ construct and its associated statistics are often motivated less by science than by fear that they somehow threaten fairness and equality, or by the exploitation of such fear for hidden social or political agendas. Similarly, critical commentary about the IQ of a specific person is often a thinly disguised way of attacking intellectual content.

In my view, ideas and other intellectual productions are more interesting, more indicative of intelligence, and more productively debated than IQ alone.

***Kids who score that high on IQ tests tend to be so far ahead of their peers and teachers that they’re often bored out of their minds in school and thus, ironically, don’t tend to be considered great students by their teachers. Is this how it was for you?***

Much of the time, yes. I had more than one teacher who considered me a let-down, and sometimes for what must have seemed good reason.

For example, I sometimes fell asleep in class. I can remember trying to resist it, but I wasn’t always successful. I was even known to fall asleep during tests, sometimes before completing them. And by “asleep”, I do mean “asleep”. It was once reported to me by one of my teachers that she had amused the entire class by repeatedly snapping her fingers in front of my face and eliciting no reaction whatsoever.

In fairness, this wasn’t always due to boredom alone. I was often tired and exhausted by distractions. For example, what pugnacious little thugs would be waiting in ambush as I left the school grounds at the end of the day? How many friends and helpers would this or that bully bring with him to the after-school fight for which I had been reluctantly scheduled? Would my stepfather be in his typical punitive mood when I got home? And so on.

Sometimes, I had trouble paying attention even when I wasn’t asleep. I had a habit of partially withdrawing from the class discussion and writing down my own thoughts in my notebook; this made me appear to be attentively taking notes. However, when the teacher would sneak up on me from behind or demand to see what I was writing, the truth would out, and one can imagine the consequences.

As time passed, I would have to say that I grew increasingly resistant and unresponsive to the Pavlovian conditioning on which much educational methodology is based. I suspect that between home and school, there had been a certain amount of cumulative desensitization.

These problems eventually got me stationed nearly full-time in the school library, where I greatly preferred to be anyway. Later, I was finally excused from attendance except as required in order to collect and turn in my weekly assignments.

***Please describe your pre-adolescent years growing up? How precocious were you? Did any teachers see your potential during that time? Were any effective at guiding you?***

I was precocious in some ways, normal in others. I had three little brothers; except for the youngest, we were only a year or so apart in age. We played together like normal kids, ignoring differences of scholastic achievement.

Our family situation was somewhat extraordinary, and we felt the consequences acutely. We moved around a lot, and were usually the poorest family in town. My stepfather sometimes worked as a journalist, and when doing so, he could be brutally honest about things like small-town corruption. This often resulted in harsh feelings against him, and by extension, against all of us, inevitably leading to prejudice.

Teachers are supposed to be immune to this kind of prejudice. But as my brothers and I learned the hard way, not all of them live up to ideals. Add to that the social liabilities of often being “the new kids in town” and the tendency of schoolchildren to shun or mistreat out-group members, and the result was a mostly unpleasant K-12 experience.

A few of my teachers – perhaps as many as one in four – sometimes tried to make things a little less unpleasant and a little more rewarding for me. However, this sometimes backfired, as when they would arouse the resentment of other students by holding me up as a scholastic exemplar.

***Adolescence is a time of big changes. Describe your high school years. In what ways were they better and worse than your first years? Presumably, you blew away all standardized tests. Were Harvard and Caltech beating down your doors to have you as a student? If not, why not? What happened after your high school years? When did your formal education end?***

I’ll be candid. I quickly came to see high school as an extended, survival-of-the-fittest physical combat regimen punctuated by the occasional brief oasis. A not insignificant number of people know, or at least think they know, what it feels like to be among the least popular kids in high school; for a male student, it means that one either fights to defend oneself, or swallows an unlimited amount of disrespect and abuse from other kids, right down to mockery and physical assault. I usually opted to defend myself, thus precipitating a further decline in personal popularity while at least salvaging a modicum of respect.

As far as I was concerned, I was “ready for college” by the 10th grade (and arguably before that). But of course, that meant nothing without an advocate within the system to furnish advice and recommendations. As I was without a mentor and in no position to pursue my own interests, that was the end of the story until graduation.

I applied to two colleges, each of which offered me a full academic scholarship. One pressured me to major in ancient languages, but as I preferred mathematics and philosophy, I chose the other. Unfortunately, for various reasons I hadn’t foreseen, this was not a good choice. To make a long story short, I found myself with a case of culture shock and intellectual alienation, an “advisor” harder to track down than Bigfoot, and sharp personality conflicts with two or three of the worst and most self-absorbed instructors I could have imagined … and after my K-12 experiences, that’s really saying something! I was even accused of participating in a riot at which I was never present, and given no opportunity to respond. All in all, I’d have to call it a disappointment.

Then, after taking a year or so off to work and save up a little tuition money, I tried to make a fresh go of it. This turned out to be yet another waste of time. Although I encountered unexpected physical difficulties that I tried hard to resolve, the university administrators – citing my problems at the first institution – refused to budge in my direction, leaving me no choice but to depart in mid-winter. At that point, having finally read the writing on the wall, I shook the dust from my work boots and took my intellectual destiny into my own hands as best I could. As Wittgenstein might have put it, I resolved to “go the hard way”.

On several occasions after that, I allowed myself to be persuaded by others to give the system yet another chance. On the first occasion, the college claimed to have “lost” my application after the enrollment deadline. On the last occasion, I applied to the PhD program at a foreign university only to have my application rejected without explanation despite glowing written recommendations from various highly credentialed people. I could go on.

Evidently, my reconciliation with academia was not to be. Experience has taught me that I was right to trust my intuition: there is nothing to be gained by pretending that academic involvement is necessary, or even always desirable, in the quest for truth and knowledge. In fact, owing to the academic penchant for orthodoxy and political correctness, it can be a hindrance.

***For many years you earned your livelihood in non-intellectual pursuits. When 20/20 did a story on you in the late 1990s, they described a long string of jobs you have held, including bouncer. What were some of these jobs? Which of them did you enjoy most?***

I’ll skip the boyhood lawn work and paper routes.

My first real job was farm work…weeding potatoes (fifty cents per hour) when I was 13-14 years old or so. The money went to my mother for groceries. The next, which occupied me until I was about 17, was working as a ranch hand on various ranches, where my regular duties included stacking hay, manual irrigation, and working with horses and cows (12-14 hours of labor per day, 7 days a week come rain or shine, $200 per month before taxes plus a bunk in a covered wagon and all the eggs and stew I could eat).

My next employer was the US Forest Service, in which I served as a firefighter, lookout, and regional fire guard (something less than a full ranger, but with direct responsibility for a relatively large geographic area). This work was seasonal and spanned about four years. During the winters, I began working construction, from digging ditches to banging nails and pouring concrete on projects from small houses to ten-story grain elevators.

Only when I was in my twenties did I get around to nightclub security, i.e., being a bar bouncer, interspersed with yet more construction work. It was risky and often distasteful, but it let me save a little money and usually left me enough physical and mental energy to pursue my studies during off-hours.

There were other jobs as well – e.g., digging clams on the Great South Bay of Long Island, a bit of ocean lifeguarding, a few weeks spent installing and reconditioning tennis courts, and so on. And of course, when the weather was bad or times were tough, there were also a few stretches of unemployment.

In keeping with my days as a ranch hand, I now finally own a horse ranch, but at a time when the horse market is severely depressed. While this has kept my income not far above its previous low range, at least the lifestyle is clean and healthy.

As far as enjoyment is concerned, almost all of these jobs offered a little of that, though in most cases not enough to make up for the pain (the potato weeding and tennis court work were uniformly boring and hell on my back). It’s notoriously hard to work for someone else when one’s true calling beckons; scheduling conflicts are unavoidable and tend to be painful.

Now that I own a ranch, most of the scheduling is up to me. That alone makes it the best “job” I’ve ever had, all the more so because it calls on much of what I learned in other lines of work.

***Why, despite your intellectual gifts, did you turn to non-intellectual pursuits for your livelihood?***

I did so by necessity.

Through its jealous stranglehold on intellectual certification, academia has all but monopolized gainful intellectual activity; if one has no money, no connections, and no degree, one’s intellect is all but vocationally irrelevant. Given two people, one with an IQ of 100 and a college degree and the other with a 200 IQ and no degree, all else equal, any job that involves much intellectual processing will go to the former in almost every case. This is because academia has managed to convince the world that intelligence equates to academic certification, when in fact, it is a largely innate capacity independent of academic training and credentials.

When I first parted ways with academia, I understood that this would hurt my chances to make a good living; I had no choice in the matter anyway. But in deciding to make an intellectual go of it on my own, I simply discounted the tremendous obstacles I would face in getting attention for my work. After these obstacles began to emerge, I moved on several occasions — always at the urging of others that I not “give up on the system” — to give academia another try. But even after I’d been featured in the national media and presented in a #1 NY Times best-seller as someone who would probably be well-suited for a faculty position at a university such as Harvard, my efforts were either rebuffed or ignored!

It seems that academia, rather than encouraging the participation of anyone in particular, finds comfort in the assumption that no matter whom it excludes and neglects, no good idea can possibly elude it. But of course, this assumption is absurd on its face. Academia is a function of individual minds which exist independently of it, not vice versa; individual academics serve its educational mandate, produce its scholarly output, and harbor its loftiest aspirations. Without them, academia is literally nothing.

This makes it all the sadder that by ignoring outsiders and thus keeping a closed shop while cravenly submitting to the diktats of their institutions and embracing “consensus” at the expense of intellectual freedom and honesty, many academics unwittingly reinforce the hubris of an overweening bureaucracy which sometimes places its own interests above truth itself. Clearly, this is not the way to do justice to the intellectual potential of humanity.

As I have no more time to waste on vain attempts to penetrate the academic bureaucracy, it now behooves me to seek freer channels of communication.

***Despite earning your living largely through blue-collar jobs, you never stopped learning. Indeed, most of your education has come through self-study. Please describe the course of study that you set for yourself. What were you reading? How much were you reading? What fields of inquiry most interested you? Who were your conversation partners (literally and metaphorically)? What were you trying to accomplish through all this study?***

When I was very young (up to about the age of 6), I concentrated on the books in my grandparents’ bookshelves, on subjects ranging from science to Egyptology and Asian culture (my grandfather was a shipping executive who made frequent trips to China, India, and other Asian countries). I remember being especially fond of the encyclopedias. Then I discovered fantasy and science fiction, reading extensively in those genres.

By the time I was 13 or14, I had moved on to authors requiring a bit more emotional maturity, e.g., Shakespeare, Tolstoy, and Dostoevsky, as well as philosophers like Charles Darwin, Bertrand Russell, and Albert Einstein (Einstein is widely regarded as a physicist, but his work goes so deeply into the fundamental nature of reality that he can also be read as a metaphysical philosopher). When I went away to college for nine months, I read a considerable amount of classical literature as part of the curriculum. This included Augustine, Anselm, and Aquinas, who provided me with an introduction to theology and metaphysics. Meanwhile, when I could afford it, I’d buy and pore over dense but influential works like Kant’s *Critique of Pure Reason* and Russell and Whitehead’s *Principia Mathematica*.

After that, my access to good reading material was often quite limited, and I was forced to become more opportunistic as a reader. Translation: often lacking access to a decent library or bookstore, I read what was available. Books that I went out of my way to acquire usually involved technical subjects like logic, mathematics, philosophy, physics, and biology.

As one might gather from this reading list, I was feeding the general hunger for knowledge typical of bright youngsters. But at all times, my underlying goal was to know deep reality, the world as it really is rather than as it is superficially presented to us by the senses. I had discovered early on that no matter how smart the people I questioned, they really had only the vaguest understanding of the world, and I found this particular kind of ignorance totally unacceptable. Why live this life we are given without knowing it for what it really is?

Thus, while other kids worried about being liked and looked forward to making money, acquiring lots of cool stuff, and having an all-around good time, I poked around by myself in the deep, dark crevasses of reality in search of meaning and flashes of enlightenment…always a strange occupation for a young person, and becoming more so with each passing year.

***In the last decade, you’ve been actively developing what you call a “Cognitive-Theoretic Model of the Universe.”***

Actually, I’ve had the essence of the CTMU (Cognitive-Theoretic Model of the Universe) for well over two decades, and began to publish essays on it in 1989.

Since then, I’ve been periodically amused to watch academia and/or the media get excited and wax philosophical over the rediscovery of what seem to isolated, vaguely-formulated scraps of it by “approved” sources.

While I certainly don’t want to downplay the insights of others, I’ve come to suspect that in the dog-eat-dog, publish-or-perish world of academia, few if any are really up to making a forest of the trees.

***Can you sketch the CTMU — in plain English — for our readers?***

The name literally says it all. The phrase “Cognitive-Theoretic Model of the Universe” contains three main ingredients: cognitive theory, model, and universe. Cognitive theory refers to a general language of cognition (the structural and transitional rules of cognition); universe refers to the content of that language, or that to which the language refers; and model refers to the mapping which carries the content into the language, thus creating information. The way in which the title brings these three ingredients together, or “contracts” their relationship to the point of merging, reflects their perfect coincidence in that to which the title implicitly refers, i.e., reality (the physical universe plus all that is required to support its perception and existence). Thus, the CTMU is a theory which says that reality is a self-modeling universal language, or if one prefers, that the universe is a self-modeling language.

The operation of combining language, universe, and model to create a perfectly self-contained metalanguage results in SCSPL, short for Self-Configuring Self-Processing Language. This language is “self-similar” in the sense that it is generated within a formal identity to which every part of it is mapped as content; its initial form, or grammatical “start symbol”, everywhere describes it on all scales. My use of grammatical terminology is intentional; in the CTMU, the conventional notion of physical causality is superseded by “telic causation”, which resembles generative grammar and approaches teleology as a natural limit. In telic causation, ordinary events are predicated on the generation of closed causal loops distributing over time and space. This loop-structure reflects the fact that time, and the spatial expansion of the cosmos as a function of time, flow in both directions – forward and backward, outward and inward – in a dual formulation of causality characterizing a new conceptualization of nature embodied in a new kind of medium or “manifold”.

That’s as simple as I can make it without getting more technical. Everything was transparently explained in the 56-page 2002 paper I published on the CTMU, which has been downloaded hundreds of thousands of times. But just in case this still doesn’t qualify as “plain English”, there’s an even easier way to understand it that is available to any reader familiar with the Bible, one of the most widely read and best-understood books ever written.

In the New Testament, John 1 begins as follows: “In the beginning was the Word, and the Word was with God, and the Word was God” (my italics). Much controversy has centered on this passage, as it seems to be saying that God is literally equivalent to logos, meaning “word”, “wisdom”, “reason”, or “truth”. Insofar as these meanings all refer to constructs or ingredients of language or to language itself, this amounts to the seemingly imponderable assertion that God, of Whom believers usually conceive as an all-powerful Entity or Being, somehow consists of language. The CTMU is precisely what it takes to validate this assertion while preserving the intuitive conception of God as the all-knowing Creator – or in non-theological terms, the “identity” or “generator” – of reality. Nothing but the CTMU can fully express this biblical “word-being duality” in a consistent logico-mathematical setting.

The CTMU is not just a theory; it is logical model theory applied to metaphysics, and as much a logical necessity as any branch of mathematics or philosophy. One can no more escape from it than from X=X or 1+1=2. But when it comes to something that packs this combination of scope and power, many people, including certified academics, committed atheists, and even some religious believers, are apparently afraid to stare X=X in the face.

Little wonder. After all, once one has beheld the metaphysical structure of reality, there is no longer any such thing as plausible deniability or defense by ignorance; it’s the end of innocence, so to speak. Understandably, many people find that a little scary.

***What are you trying to accomplish with the CTMU?***

As a general theory of reality – or if one prefers, the general framework of such a theory – the CTMU has potential applications in virtually every field of human inquiry and endeavor.

Human knowledge is a veritable Tower of Babel. Various theories of science, mathematics, and philosophy centering on various parts and aspects of reality are couched in diverse formalisms and vocabularies that often bear little resemblance to each other and exhibit no obvious connections. The situation is reminiscent of a disorderly range of mountains; one can get from one valley to another by climbing the mountains, but by the time one gets to the next valley, the last is no longer visible. Worse, the inhabitants speak a different tongue with no discernable connection to the languages spoken in other valleys.

Theoretical compartmentalization creates the impression that certain parts or aspects of reality are indefinitely related to each other or not related at all, causing rifts and false divisions to appear in our conceptual and perceptual topography, fracturing and fragmenting our worldview. Sometimes, this leads to scientific crises; for example, relativity theory is seemingly impossible to unite with quantum theory. Some rifts may even be seen as mutual irrelevancies; for example, science and theology are often considered to be separated by an unbridgeable gulf, and thus mutually irrelevant.

This is hardly an ideal situation. In a reality where the physical world is held accountable to empirical or mathematical science, any scientifically irrelevant theology is implicitly displaced. This makes theological systems untouchable by science and vice versa, depriving science of moral guidance and encouraging the revelatory creation of different metaphysical realities associated with conflicting promises and instructions involving the physical world. (These metaphysical realities include not just overtly religious frameworks, but the random materialism embraced by many scientists and followers of science.) The resulting disagreements cause, or provide pretexts for, real-world conflicts.

In order to unify and make sense of our knowledge, we must have a universal foundational language in which the special-purpose languages of science can be consistently expressed and interpreted. The fact that this foundational language controls the interpretation of physical theories demands that it be metaphysical; it must refer to science “from above”. Yet, in order to do its job, it must also be necessarily true, which requires that it be a mathematically verified ingredient of science.

In other words, the required metalanguage is that through which science, including both mathematics and empirical applications of mathematics, becomes self-referential and self-normative…the “bootstrapping” of ordinary mathematical-scientific discourse to a higher verificative level of discourse spanning science in its entirety. This requirement leads directly to the CTMU and SCSPL, exactly as described in this interview and elsewhere.

Among the benefits of such a language are these: properly developed and applied, it can synergistically unite the various fields of science; it can remove false conceptual divisions, reconciling science with philosophy and theology, mathematics with physics, and physics with metaphysics; it can promote a general understanding of reality, so that people cannot be so easily cheated of meaning by those wishing to create an illusion of amorphous “relativism” in order to exploit the attending moral vacuum; and it can serve as the basis of an overarching worldview capable of modeling all lesser theories and creeds up to mutual consistency, thereby promoting intellectual accord and conducing to peace and harmony on earth.

***Obviously, the CTMU is a cross-disciplinary project. On what disciplines does it draw?***

Because an ultimate theory must accommodate every valid theory pertaining to every part or aspect of reality, it must be approached in the most general terms possible. It must also be formed from the top down rather than just from the bottom up, as it is easier to maintain initial coherence as specificative distinctions are added than to create it ad hoc by cobbling together distinct entities. This means that we must begin with a perfectly general theoretic identity and work inward.

One therefore begins with mathematical logic, all the way from the propositional and predicate calculi to lattices and model theory; arithmetic, abstract algebra, and elementary analysis; basic probability theory and statistics; foundational mathematics, including the theories of sets and categories; and of course, metaphysics and theology. One can then move on to the theories of computation and information; the algebraic and computational theories of language, generative (computational) grammar and the logical theory of metalanguages; geometry and the theory of manifolds; classical and quantum physics, including relativity theory and cosmology; the study of causality and evolution in fields like biology, neuroscience, and cognitive psychology; decision theory and economics, especially as they relate to the nature and maximization of utility and the stratification of utility functions and distributions; and so on up to (intellectual) exhaustion.

I’ve just named what some would view as an intractable multiplicity of disciplines, each splitting into branches, each of which is rich enough to occupy a dedicated specialist throughout his/her entire academic career. This naturally presents a problem for generalist-interdisciplinarians, especially independent researchers without access to academic libraries or the academic grapevine. Outsiders are seldom invited to academic conferences and symposia designed to bring interested academics up to speed on the work of specialists; they may even lack knowledge of up-to-date search terms through which to filter recent academic literature for material relevant to their work. Accordingly, they may find it more expedient to address conceptual deficiencies and solve problems from scratch than to sift through vast piles of academic literature for what they need.

Take mathematics, for example. The scholarly output of the mathematical community has been nothing short of tremendous. This obviously has an upside: mathematicians who are “in the loop” can often find what they need in the prior work of other mathematicians, or at least determine that they’re in virgin territory unexplored by others. But it also has a downside: those who are not in the loop may literally find it easier to discover or rediscover the mathematics they need than to scour the literature for some intelligible indication that somebody else has already written about it, and then decipher and back-engineer the meaning of the complex vocabularies and symbologies employed by previous authors. Personally, I’ve found myself in this position on more than a few occasions.

Much the same applies to other fields of science, where it can be even more difficult to solve problems instead of looking up their solutions. So let’s just say that I’ve had my share of challenges along the way…and that I really appreciate the Internet!

***Have you completed work on this model or is it still a work in progress? What, if anything, remains to be done?***

The classical Laplacian-deterministic worldview is all but dead. As reality is affected by every possible kind of ambiguity, uncertainty, indeterminacy, and undecidability, no theory of reality can ever be complete. In principle, this makes any such theory a permanent work-in-progress in which a very great deal always remains to be done. Exploration must continue.

However, a theory of reality can still be comprehensive, classifying knowledge in the large rather than determining it exhaustively. The CTMU already provides a self-contained framework for theorization about reality, represents a pronounced departure from established lines of inquiry, and was ready for prime time even as presented in my 2002 overview [The Cognitive-Theoretic Model of the Universe: A New Kind of Reality Theory](http://www.megafoundation.org/CTMU/Articles/Langan_CTMU_092902.pdf).

Of course, the CTMU doesn’t end with the paper. I do something new to develop and refine it nearly every day, and it all adds up. As a metaphysical (ontological, cosmological, and epistemological) framework, the CTMU has no real competition, and can thus be developed without fear of having to start over from scratch.

***What has been the model’s reception in the academic world? How are you publicizing this work?***

“What reception?” indeed.

While it’s true that I sometimes see my own concepts, some of them decades old and ostensibly original with me, flow from the pens of properly-certified academics and regurgitated in the lofty ad hoc speculations of university philosophers, I have (to my knowledge) yet to be officially cited by any of them. While I’ve been told that some influential academics have privately admitted to finding my work “ambitious”, “interesting”, and even “admirable”, they would apparently need to be coaxed out of the closet before admitting it publicly. (After all, I’m not a member of the club.)

The CTMU is a profound departure from other theories of reality. To a typical academic snob, my status as a working man with only a year or so of college no doubt suggests that it cannot withstand expert analysis; given its unique structure, any flaws should be readily apparent to some qualified expert who can be attached by name to his arguments and thus held to reasonable standards of analysis and debate. But despite occasional incoherent sniping by anonymous Internet gadflies, no qualified individual has ever found fault with it. This is not only because it is (as some claim) “incomprehensible” or philosophically and theologically loaded, but because it is substantially correct.

Again, I’ll speak freely. It appears to me that the academic world is far too wrapped up in itself to make time for anything or anybody else. The situation is exacerbated by a tendency among academics to assume that if it wasn’t coughed up from the belly of the academic beast, it can’t be worth a glance. The prospects are especially dim for potentially “game-changing” work that is perceived to run afoul of academic orthodoxy, threaten the economic status quo, or have difficult social or political ramifications.

As I’ve already mentioned, academia has all but monopolized gainful intellectual activity through its stranglehold on intellectual certification. The dependence of economic opportunity on academic certification is impossible to miss; it should be no less obvious that this dependency relationship extends to the intellectual advancement of mankind. Woe to any would-be contributor who parts ways with the academic machine, for intellectual commerce is governed by a “publish-or-perish” economy of publication and citation in academic journals, wherein the obstacles to publication and proper attribution are proportional to the obscurity of the author, the importance and controversiality of the topic, and the level and prominence of the periodical. As a result, important technical works by authors without academic credentials and affiliations are unlikely to be published or cited, and even if these authors beat the odds against them, they cannot benefit in any meaningful way from their effort.

There are at least two obvious reasons for this situation.

(1) Much like an intellectual trade union, academia reserves all of its benefits for members, affording nonmembers no standing, no incentives, and no avenue of recourse should others use their ideas without credit. By making sure that people cannot get along without academic credentials, academia assures itself of a continued influx of paying clients and thus feeds its pyramidal growth economy without necessarily delivering all of the educational services it owes the public.

(2) Professional academics consider it risky to associate with those who may be perceived as “unqualified”, preferring to cite well-credentialed, well-connected authors likely to reflect well on their academic reputations. This aversion to risk applies a fortiori to journal editors and reviewers, and even to the commercial publishing houses specializing in scholarly nonfiction. This greatly increases the likelihood that meaningful contributions by academic outsiders will not be published, and if they are, that they will be used without credit.

Unfortunately, this means that people without academic credentials have nothing to gain, but everything to lose, by attempting to publish in academic journals, and thus that academic journals do not qualify as a rational venue for their ideas. Just as one need not step off a succession of cliffs to understand what will happen if one steps off the next cliff, one need not repeatedly hurl oneself at the closed shop door of academia to know that one will simply bounce off, the sound of impact echoing without citation or appreciation if at all.

As far as publicity is concerned, I’m afraid that I’ve been derelict in the self-promotion department. As a matter of personality, I’m far more interested in generating and pursuing the implications of my ideas than in selling them to the media and the public. I’ve never been keen on the salesmanship aspect of anything I’ve done; there are too many accomplished salesmen out there who excel at attracting attention to themselves despite having nothing of real value to sell, and competing against them is nearly always a waste of time. This is especially true in the intellectual sphere. Unless the audience is able to follow complex argumentation while steadfastly resisting sophistry and rhetorical trickery, such competitions usually devolve to shouting or pissing matches.

Of course, despite my contempt for sales, I keep promising myself that in the future, I’ll do a better job of disseminating and promoting my work. I think that once the Mega Foundation Media Center is up and running, we’ll start gaining more headway in that department.

**You founded the Mega Foundation to “create and implement programs that aid in the development of extremely gifted individuals and their ideas.” Why is it necessary to help these exceptionally gifted kids? Don’t they have a leg up on the rest of us already? How many deal with challenges similar to your own in growing up?**

Owing to the shape of a bell curve, the education system is geared to the mean. Unfortunately, that kind of education is virtually calculated to bore and alienate gifted minds. But instead of making exceptions where it would do the most good, the educational bureaucracy often prefers not to be bothered.

In my case, for example, much of the schooling to which I was subjected was probably worse than nothing. It consisted not of real education, but of repetition and oppressive socialization (entirely superfluous given the dose of oppression I was getting away from school). Had I been left alone, preferably with access to a good library and a minimal amount of high-quality instruction, I would at least have been free to learn without useless distractions and gratuitous indoctrination. But alas, no such luck.

While my own background is rather exceptional, it is far from unique. Many young people are affected by one or more of the same general problems experienced by my brothers and me. A rising number of families have severe financial problems, forcing educational concerns to take a back seat to food, shelter, and clothing on the list of priorities. Even in well-off families, children can be starved of parental guidance due to stress, distraction, or irresponsibility. If a mind is truly a terrible thing to waste, then the waste is proportional to mental potential; one might therefore expect that the education system would be quick to help extremely bright youngsters who have it rough at home. But if so, one would be wrong a good part of the time.

Let’s try to break the problem down a bit. The education system is subject to a psychometric paradox: on one hand, it relies by necessity on the standardized testing of intellectual achievement and potential, including general intelligence or IQ, while on the other hand, it is committed to a warm and fuzzy but scientifically counterfactual form of egalitarianism which attributes all intellectual differences to environmental factors rather than biology, implying that the so-called “gifted” are just pampered brats who, unless their parents can afford private schooling, should atone for their undeserved good fortune by staying behind and enriching the classroom environments of less privileged students.

This approach may appear admirable, but its effects on our educational and intellectual standards, and all that depends on them, have already proven to be overwhelmingly negative. This clearly betrays an ulterior motive, suggesting that it has more to do with social engineering than education. There is an obvious difference between saying that poor students have all of the human dignity and basic rights of better students, and saying that there are no inherent educationally and socially relevant differences among students. The first statement makes sense, while the second does not.

The gifted population accounts for a very large part of the world’s intellectual resources. As such, they can obviously be put to better use than smoothing the ruffled feathers of average or below-average students and their parents by decorating classroom environments which prevent the gifted from learning at their natural pace. The higher we go on the scale of intellectual brilliance – and we’re not necessarily talking just about IQ – the less support is offered by the education system, yet the more likely are conceptual syntheses and grand intellectual achievements of the kind seldom produced by any group of markedly less intelligent people. In some cases, the education system is discouraging or blocking such achievements, and thus cheating humanity of their benefits.

The Mega Foundation hopes to provide a modicum of damage control by offering encouragement and fellowship to those who were accidentally left behind the door, or deliberately held back for the sake of expediency or “social justice”, by those running the education system.

***When did you start the foundation, where is it located, and what programs are you currently offering through it? What are the three best things that could happen to help your work with the foundation? It is organized as a non-profit. Where can interested persons give donations to it?***

The Mega Foundation was begun in 1999 and incorporated in Connecticut. In 2004, it was relocated and incorporated in Missouri. It was established for the benefit of gifted people of all ages, as well as for all of those who can benefit from their insight. Ultimately, this means humanity in general.

While our wider mission has not changed, most of our recent programs and activities have been geared for adults, particularly along lines of networking and fellowship. This is largely due to the fact that while there are many programs for gifted kids these days, there are few for gifted adults who have fallen through the cracks of the education system.

Despite many challenges, we’ve managed to acquire a building for use as a media center. For the last couple of years, my wife and I have steadily worked to repair and renovate it with limited funds, but have been held back by cost factors and a local scarcity of workmen qualified to repair and maintain this kind of facility (a massively-constructed decommissioned power station). At this stage of the project, many of our planned activities are temporarily on hold. We estimate that the renovations should be complete within two years, at which point we will expand our current networking capabilities and resume conferencing.

The long-term needs of the Foundation are pretty generic. As one might expect, lining up sources of funding and generating exposure and public interest would probably top the list.

For anyone who is interested, our email address is info@megacenter.org.

***Looking over American education, K-8, high school, college, and graduate school, what say you? Does the U.S. education system make it possible for people like yourself to thrive? Should they?***

From where I sit, the bottom line is really very simple. There are many people these days who are quite low on knowledge and ability, but sport impressive college degrees and great jobs, sometimes even in academia itself. Yet, there are others who are at least as intelligent as the average college professor and possessed of the will and ability to contribute to society, but without a degree and at best menially employed. Many intelligent people eventually reach an impasse with the education system despite their best efforts, but when they attempt to make do without its stamp of approval, their situation becomes well nigh impossible.

There is something very wrong here, and given the power of the system, it cannot deny a measure of responsibility for this imbalance and its harmful effects. So my answer would have to be yes, the education system should try harder to let the highly intelligent thrive within it. Where circumstances make this difficult, it should at least make remedial allowances for the exceptional individuals whom it has clearly failed. Through standardized testing alone, for example, it could make low-cost or no-cost degrees available to capable individuals who cannot afford tuition or benefit from its regimented mass-production style of instruction.

Unfortunately, there appear to be some rather unsavory reasons for academia’s reluctance to make such allowances. Historically, it has always been subject to pressure by powerful economic and political interests. This pressure is generally directed toward the creation of a self-reinforcing arrangement: those in power tell academia how they want students to think; academia produces a constant supply of certified experts guaranteed to tell those in power what they want to hear; and those in power, having placed these experts in advisory positions, encourage them to uphold whatever consensus appears to justify their actions and desires.

Obviously, far from wanting to stimulate and empower their future competition, the socioeconomic elite would rather mold potential competitors into docile workers and consumers. Just as obviously, this has nothing to do with maximizing the intellectual potential of individual human beings, especially those with psychological traits that could make them “problematical”. Woodrow Wilson, speaking as the President of Princeton University in 1909, put it like this: “We want one class of persons to have a liberal education, and we want another … a very much larger class of necessity … to forgo the privileges of a liberal education and fit themselves to perform specific difficult manual tasks.” This has been impressed on academia through economic and political pressure exerted over many decades by various well-funded and tightly-controlled nonprofit foundations, policy institutes, learned councils, and advisory committees.

In other words, while education is obviously a dire social necessity, the education system shares a peculiar distinction with the mass media: both are ideal means of indoctrination, mental and behavioral conditioning, and social manipulation, all of which are practiced by the wealthy and powerful out of sheer self-interest, and all of which are diametrically opposed to intellectual depth and objectivity. This exposes the education system to forms of interference which bias it against certain ideas and compromise its basic educational functionality. Unfortunately, it appears to be unable to defend itself against such interference; while subjecting nearly everything but itself to ruthless deconstruction, it remains perfectly blind to its own systematic abuse.

Largely thanks to such interference, the education system is now seriously flawed. Its problems are almost too numerous to list: it is bureaucratic and peremptory, profit-oriented in a pyramidal way, full of prejudice against traditional American culture and values, and addicted to various articles of PC nonsense which it prosecutes aggressively and with astonishing intolerance and sanctimony. It worships orthodoxy, punishes originality, and often rewards intellectual mediocrity as if it were the sacred torch of human brilliance. Though unable to justify its highly standardized worldview, it demands near-perfect intellectual conformity therewith, thus creating a suffocating atmosphere for students and teachers alike. One could easily go on.

Despite these failings, most people still see the education system as the universal incubator and caretaker of human knowledge, the cynosure of human intellectual progress, and a safe repository of the priceless intellectual resources of mankind, naively trusting in the integrity of honest and dedicated teachers and researchers to prevent outside forces from subverting its machinery for ulterior purposes. However, America’s steady decline in overall academic performance, and our current dismal socio-economic predicament – for both of which academia clearly bears a large measure of responsibility – show that this faith has been largely unwarranted.

While some of the responsibility can be “kicked upstairs” to the political realm and beyond, educators are still left holding the bag. It is time for them to worry more about education, and less about guarding the power structure and promoting its conceptions of political correctness and social justice at a net loss of our most crucial intellectual resources.

***What’s good about the education system? What isn’t? What would you change?***

What’s good about the education system is that it provides a bit of worthwhile instruction to those who need it while bringing people together to exchange information and share ideas. What’s bad about it is that it does so more inefficiently, inequitably, and unaffordably by the day, and mixes legitimate educational content with various questionable assumptions that turn up, unsurprisingly enough, in questionable social and economic policies.

If I could change this, I would. Unfortunately, it appears to be driven by large concentrations of money and power, and the kind of media and government cooperation that only big money can buy. Since I don’t have that kind of money, I’ll confine my answer to educational methods themselves.

First, let’s make a distinction between the bottom-up and top-down approaches to learning. Bottom-up learning starts with the details and basic skills and works toward the big picture; top-down learning starts with the big picture and uses its overall organization to motivate and clarify the details. Those who favor the standard bottom-up approach hold that in any subject, the requisite skills and details must be mastered before higher-level knowledge can be imparted; those who favor the top-down approach hold that the big picture provides crucial motivation and clarity regarding the requisite skills and details. Learning is best achieved by constructive feedback between these two approaches.

Unfortunately, this constructive feedback is seldom if ever properly achieved in standard curricula. Instead, one usually finds a cumulative sequence of tedious courses designed to teach facts and skills without concern for student interest or motivation. Generalization tends to be excessive; guiding principles are offered without sufficient justification, while in mathematics, methods and details are shorn of motivation and understanding for the sake of “abstraction” and “rigor”. Essentially, the student is expected to trot briskly on the academic treadmill like a donkey after a carrot on a stick, eyes on the prize of a prestigious degree and the material rewards that it seems, ever more deceptively, to promise. The all-important flashes of insight craved by gifted minds are regarded as superfluous.

Thus, the standard curriculum may be likened to a play which keeps its audience engrossed with a series of portentous mysteries and cliffhangers, except that the portent is largely missing, and the mysteries appear disconnected from each other and therefore utterly trivial.

In technical fields, the problem is exacerbated by the way in which textbooks are often written. Background knowledge is assumed, rigor and abstraction are rigorously and abstractly pursued, and motivation and proper interpretation are left to the instructor, without whose helpful hints and background explanations the text is all but indecipherable. This prevents the text from being of much use to academic outsiders, and is seemingly calculated to make even the brightest and most eager autodidact throw up his hands and slog resignedly back to academia, hat and money in hand.

Obviously, this sort of thing is very supportive of the academic profit incentive and the long-term financial security of academia and academics. After all, academia does not need to worry about engaging the student when attendance is either compulsory or coerced by threats of lifelong poverty and frustration for want of credentials.

Unfortunately, it is not nearly as beneficial for the student or for the world at large, which loses the insight of brilliant minds unable to make the academic connection.

***Where to from here? What are your aspirations for the future? What projects are you working on now and what projects would you yet like to undertake? Any final thoughts you would like to share with our readers?***

Distilled to a single sentence, my aspirations come down to making the world a better place.

I’ve already mentioned the Mega Foundation Media Center. Despite the fact that it’s still full of lumber, tools, and scaffolding, we’ve already got it outfitted with some sound and video equipment. Our idea is to produce educational films and related documentaries. We have some very promising projects on the drawing boards.

Some of these projects relate to a book I’ve been writing on mathematically proving the existence of God. Surprising as it may seem, this can certainly be done. In fact, save for a few crucial ingredients, it was nearly accomplished by (e.g.) Anselm of Canterbury in the 11th century AD. (Sadly, neither Anselm nor his various followers and modern analysts were able to pin down all of the logic and ontology required to fill out and support his essential argument.)

Some people, reasoning from past failures, regard such a proof as impossible. But then again, many people had considered it impossible to solve the venerable chicken-or-egg problem, for which I presented [a concise case-by-case solution around a decade ago](http://www.megafoundation.org/CTMU/Articles/Which.html). The chicken-or-egg problem and the existence of God both relate to the general issue of circular dependency, a connection to be explored in the book.

I would hope that in time – if we still have the time – my work along these lines could revolutionize theology. Some will no doubt warm to this prospect; others will not, including committed atheists, uneducable agnostics, and theists who insist on ascribing illogical “divine properties” to God on dogmatic grounds ultimately having little to do with core scripture. But no matter what anyone may say, truth, logic, and God are equivalent concepts. To cheat one of them is to cheat all of them.

I believe that we can afford to cheat none of them, and I’m quite sure that God would agree.

**PROLOGUE TO BUFFOONERY**

**by C.M. Langan**

Those of you still with the group know me only as the author of the CTMU, a complex theory describing the nature of reality.  Few of you have been sufficiently impressed with the theory to do more than criticize it in ways that suggest you have read nothing about it. While I have already used the CTMU for applications that would make the careers of any team of *credentialed* signatories -- granted, they would have to enlarge on certain aspects, but they would also be writing for a specialty journal in which such detail is welcome and appropriate -- I have been rewarded only by silence and unpopularity. This raises the question of why I continue to bother with your opinions.

The answer has several parts. First, it is against my nature to let people sell themselves short, and anyone who persistently disputes the given applications is ultimately going to look less intelligent than he now assumes he is.  Next, I have a stake in the  journal, having used it to introduce the theory. You all had a part in that, and -- despite your limited uptake -- must be treated accordingly.  Next, I keep hearing about the unlimited potential of this group to make a mark in the annals of intellectual history, if not to solve problems like P?NP, the four-color map problem, and the several problems whose solutions  I've already published.  If I had no credence in this potential, I would never have used *Noesis* for anything but mild entertainment, which is all that the majority of members seem to get out of it.  And last but not least, the CTMU is of great intrinsic importance.  In a sense truer than many of the weird cosmologies propagated in professional journals, it promises to be an "ultimate theory of everything".  If you still doubt it, I suggest that you finally put yourself to the trouble of reading the issues I edited...even if it means having to wake up and spill a little coffee on them.

Granted, I used a few too many big words.  Mea culpa.  But when trying to introduce any theory in a limited number of words, one must often resort to very dense language.  Even so, I kept the dense passages to a minimum and used as many illustrations as I could fit between them.  The end result is that for every objection made by any of you,  I can cite several passages from *Noesis* 44-49 in light of which it should not have been made.  This is a blanket observation which applies to every criticism offered thus far.  To object is fine, but you have to be able to listen to reason.

Let's take an example.  Those of you who read *Noesis* only casually are aware of the recent criticisms of Messrs. Cole and Dicks, both of whom object to "inadequacies" in the CTMU.  Consider those involving probability theory.  Chris says that probabilistic computations are impossible without very specific kinds of prior information.  George claims that probabilistic computations are necessary and should therefore be undertaken regardless of how little information is available.  A contradiction plainly exists between these viewpoints.  But rather than criticizing each other, they both criticize the CTMU, which is -- for reasons long since given -- *the only formalism in which it is possible to reconcile their views*. Probabilistic paradoxes do indeed exist, and they are utterly inimical to any naive (non-metamathematical) approach to empirical induction.  Yet, it's me who gets caught in the crossfire, despite the CTMU resolvability of Chris's paradoxes and the CTMU formalization of George's style of induction! This situation is even more pronounced with respect to Newcomb's paradox.  If not for the CTMU, the fur would still be flying among the partisans of these two members.

Nonetheless, I have managed to use your objections in a way that maximizes their value.  Any creative researcher who qualifies as more than a drone faces two kinds of problem.  First, he must solve the problem his research is designed to address.  And then he must figure out how to finesse it past the majority of his self-serving, mutually negative, and deliberately obtuse "peers", who can always be expected to prefer their former viewpoints no matter how weak, inadequate, or paradox-ridden they may have been.  The  first problem is logical, mathematical, and scientific.  The second is psychological and political...in short, *human*. Even the most talented and intelligent thinkers, who are easily up to the first phase of this process, are dismayed and disoriented by the next.  And I'm talking about people who are for the most part already accepted within their disciplines.  If they weren't -- as I am not -- many of them would fold up and start selling insurance.

The premature objections thus far leveled at the CTMU and its applications in *Noesis* are valuable in that they indicate those parts of the theory which, having been initially unpalatable to high-IQ readers, are likely to stick in the craws of the public at large.  They can thus be specifically targeted in the book I'm writing to explain the theory in detail.  In the language of the CTMU itself, they will let me focus on particular deficiencies in the acceptive and inferential syntaxes of the â-sub-automata for whom the book is being written.  To those of you who have at least contributed to this extent, I give thanks.  To the rest of you, I really didn't know what to give until the emergence of Rick Rosner suggested a humorous approach to the "debate".

Rick, who admittedly walked in late on all this, claims that he doesn't "believe in" my solution to the infamous marble problem or in *The Resolution of Newcomb's Paradox*. Rick is too intelligent to make this denial, given my previous explanations.  I'm therefore left to assume that he glossed over them, possibly because they don't conform to his idea of good reading.  This has compelled me to undertake a total revision of my stilted, pedantic, and long-winded writing style.  That is, where I'd been using learned allusions and 99 cent jawbreakers, I've taken to using colorful images, cheap jokes, and antediluvian cliches.  Alright, so maybe it *is* beneath the dignity of my ideas.  But hey, you've got to get your points across, and maybe this is the way to do it.  So Goodbye, English language, and Hello, *clown language*.

I resolved Newcomb's Paradox.  You quibbled.  I settled the crisis in physics.  You napped.  I clarified the process of logical and empirical induction.  You snored.  Nothing I could say made the slightest difference in your fixed opinions concerning the issues in question.  I have a name, am probably only human, and therefore could not possibly be smart enough to tell you anything.  My voice simply doesn't carry that far over the clouds.  But even though you tuned me clean out of your elevated awareness, there may yet be one whom you will not ignore.  One who is so smart, so endearing, and so outrageously *entertaining* that even the stones grow ears at the sound of his name.  I gave you six issues of Chris Langan, a character who failed abysmally to tickle your fancy.  Well, you ain't seen nothin' yet, so get ready and get set.  Because now, without further ado, from the steel and concrete warrens of the Big Apple, I bring you our new mascot, the unique, the amazing... *Jojo Einstein, Street Clown*. But be forewarned: what he's gonna do to the marble problem, he can do as easily to Newcomb's Paradox.

Now heeeeeere's *Jojo*!

**A DAY IN THE LIFE OF JOJO EINSTEIN, STREET CLOWN**

**By C.M.  Langan**

*Any resemblances to real persons living or dead, et cetera.  Jojo Einstein is fictional and his narrative need not reflect the views of the author, who nonetheless appreciates his apparent adulation.*

It was autumn in Manhattan, that special season in the center of the universe.  Jojo the clown, despite his sensitivity to life's subtler charms, was focussed in another direction: his next meal.  Tourism was off now that the rubes had used up their summer vacations.  Conventioneers and business people were abundant as always, but yuppies were not Jojo's stock in trade.  He needed the kind of gullible backwoods yokel for whom the city was primarily a giant carnival, and summer was their time.  Jojo, curly red wig vibrating in the gentle breeze, needed a mark, and needed one bad.

It was still warm enough for Fishman's Kosher Deli to have its doors open.  Aromatic tendrils of fresh lox and knishes wafted into his nostrils, bunching as they traveled downward into clawed fists which mauled his tortured stomach mercilessly beneath the puffy, billowing cloth of his enormously polka-dotted jumpsuit.  His belly was as empty as the toes of his custom-cobbled size 33-Z floppy shoes, now so worn that he could feel every bump in the grimy pavement through their perforated, paper-thin soles.

Jojo stared disgustedly at the sign he had taped to the brown brick facade of the deli.  "MOMS!" it read through a colorful cloud of spray painted balloons, "How would your kids like to meet a *REAL CIRCUS CLOWN*? Available Now for Parties." This was followed by the telephone number of a combination flophouse-bordello in Hell's Kitchen, with "Please Leave Message" written beneath it.  As he peeled loose the sign, he thought spitefully about adding a little something -- like *(applications welcome)* -- next to the number.

A Wall Street cowboy, Stetson cocked, blundered into Jojo as he inserted the rolled-up sign into his suit.  "Hey hey, *hey*!", barked the enraged clown.  "That's right, you.  Ivan Milk-can! What's the matter," he yelled at the man's retreating back, "no time to talk? Okay then, step lively! Maybe you'll kick yourself in the *tuchis*."  Jojo invisibly flexed his large muscles, reminding himself to get back into the gym as soon as he had worked out this little problem with his diet.  He had doubled as a strongman in the circus, and still looked like a bodybuilder underneath his costume.  The street was a jungle, and a clown had to be able to defend himself.

A mime slowed down as he approached, obviously sniffing around for a likely spot to do his routine.  "Get lost!" snarled Jojo, not yet ready to relinquish his street corner.  The mime scurried away, doing a furtive impression of the irascible clown.  If there was one thing that bugged Jojo, it was a street mime poaching on his rightful territory.  Pickings were slim enough, and these mimes were everywhere.  Street musicians came in a close second at the bottom of his hit parade, but he wasn't above charging them "rent" for the privilege of providing him with a soundtrack.  He was doing them a *favor*; even after his cut, they still made more than they could make without his visuals.  It all came down to one simple truth: like the lion of the savanna and the shark of the sea, the clown was at the pinnacle of the street-showbiz food chain.  And Jojo Einstein was the undisputed king of the street clowns.

Jojo's eyes narrowed into a hungry, grease-painted squint as they scanned the midday crowd on Times Square.  Most of the faces were locked up tight, offering no chink through which a famished clown might access what remained of their naivete.  *No emotion, only motion*.  Then, over the traffic, he saw what he was looking for.  It was nothing especially obvious, but Jojo's street-trained eyes had seen enough.  What they saw was better than stupidity, better than gullibility. It was overconfidence.

With surprising quickness, the canny clown shuffled directly over the curb and jaywalked into the melee of scratched and dented cars.  Brakes screeched as a taxi halted inches from him.  The cabby swore viciously, but Jojo -- who would ordinarily have leapt onto the hood and done his patented hot dog dance for the amusement of onlookers -- took only enough time to smear a small shaving cream pie over the windshield before jouncing onward.  He preferred to use Kreemi-Whip, but had eaten the last of that a while ago.  He had sucked it directly out of the can, and it had blown so many of his gaskets that his colon had sustained a third-degree sunburn.

"Hey!" he shouted as he closed the gap on his quarry.  "Hey mister, I think you dropped this!"  "This" was a wallet, which Jojo held forth as the man looked back over his shoulder.  "It's yours", Jojo assured him as he ambled closer.  "See, it has your picture in it!"  He snapped the wallet open in the young man's face, releasing a salvo of small paper flowers.  The youth, trying to spit away a blossom which had stuck to his lips, surveyed Jojo with a mixture of surprise and annoyance.

"Now that I've got your attention, sir", said Jojo, talking fast as he waddled comically around to face his victim, "I couldn't help noticing that you look like a fellow who isn't afraid to take a little risk every now and again.  A betting man, if you will!"  He had positioned himself directly in the mark's path, preventing escape.  The mark just stood there, his briefcase dangling at his side.  A logo, "World's Most Exclusive IQ Society", was tastefully inscribed on the mauve vinyl. There was the bait, and man, was it ever perfect!

"You have a very intelligent face.  Anyone ever tell you that?"  The egghead blinked.  "Quite intelligent!  Why, I'd bet your IQ is right through the roof!  Am I right?"

"Look here," said the whiz-kid.  "I've got a meeting in..."

"I won't take much of your time.  No siree, bob.  I just want you to take a little IQ test, nothing really for a guy like you.  You can even win a little money, one buck gets you a dollar, five gets you ten."

"Well, I really don't..."

"Aw, c'mon.  You're not afraid to use your smarts to make a little dough, are you?"  Jojo pulled a fist from his pocket, held it under the kid's nose, and opened it for a fraction of a second.  The kid glimpsed an innocent-looking pink polyhedron.  "This is a die, a fair die.  But instead of the usual six faces, this one has twelve.  A regular die's a cube.  This one's something different, I forget the name."  Jojo had to suppress a smile as he feigned a tip-of-the-tongue word search.  "What do they call it, a, a..."

"A dodecahedron," the kid finished on cue, impaling himself firmly on the hook.  "One of the five Platonic solids."

"Yeah!" said Jojo gratefully.  "That's it, a *dodecahedron*. Man, I sure wish I had your IQ.  This is gonna be so *easy* for you!"  He pulled a narrow open-ended tube from one of his many pockets and deposited the die inside it.  "See, the game is, you shake it once and look at the top number.  Then you bet that on the next shake, a *different* number shows up.  One buck gets you a dollar, five gets you ten."  Jojo didn't have a red cent, but this looked to be a lead-pipe cinch.

The mark sighed resignedly, digging into his pants pocket.  He extracted several bills, the smallest of which was a five.  Jojo gingerly plucked out a fin.  "You won't regret it, sir, I can promise you that!"

"Okay", said the genius.  "It's a fair die.  That means that whatever face shows up on the first shake has a one-in-twelve chance of showing on the second shake.  I have an eleven-in-twelve chance of winning.  Those are great odds, so let's go."  He accepted  the tube and gave it a perfunctory shake before looking inside.  A tiny portrait of Jojo grinned up at him, eyes crossed towards the number "1" where a nose should have been.  He showed it to the clown.

"Why, it's me!" said Jojo delightedly.

"So it is", said the kid, too confidently.  "But it's one-in-twelve that you'll survive the next shake with the same olfactor."  He shook again, this time more sincerely.

"Ready to win?" said Jojo, barely able to suppress a burst of untimely laughter.

"As a matter of fact, I am", said the mark.  He stopped shaking and peered into the tube.  His expression turned dark.

"Lemme see", said Jojo, tilting the tube in his direction as the mark held onto it.  Sure enough, there he was again, still with a big red "1" in place of his red rubber proboscis.  "Aw, gee, sir, tough luck.  Looks like you got a bad break. Want to go again? Five gets you ten, ten gets you twenty."

"Something's fishy here", said the kid with a sour-grapes edge to his voice.  "You won't mind if I have a closer look at your 'fair die', will you?"  He put his briefcase down on the sidewalk and inverted the tube over his open hand.  The pink polyhedron spilled out.  On every face was a picture of Jojo, a "1" in place of his snout.

"You're a crook", accused the kid.  "Give me back my five dollars, please."

"Oh, ho, ho!" chortled Jojo, royally amused.  "And why am I a crook, pray tell?" He wadded up the fiver, stretched his huge ruffled collar open with a finger, and dropped it down the opening.

"You said this was a fair die.  It isn't."

"Really?" said Jojo with mock incredulity.  "How *do* you figure?"

The kid was indignant.  "The die isn't fair because every face has the same thing on it."

"Well, so it does!" agreed Jojo.  "But look at it, sir.  Doesn't each face have an equal chance to end up on top?"

The kid assumed a pained expression.  "So what? Each face is supposed to be different!"

"Is that right! And who says *that*?"  Jojo's mirth was rapidly approaching an uncontrollable level.

The kid looked Jojo up and down, contempt smeared unprettily across his features.  Then he nodded with an I've-got-your-number air.  "I see.  Here, take your junk back.  I'm busy."

"Why, certainly, sir."  Jojo took the tube and die, remaining squarely in the kid's path.  "But are you sure I can't interest you in another kind of game, one a little less tricky?"

The mark, too angry for his own good, could not believe that the clown thought he could be taken twice in a row.  But that appeared to be the program.  With ice in his voice, he bit again.  "What other game?"

Jojo had already pulled a covered black box out of his suit.  He shook it; it rattled.  "There are ten marbles in this box.  You pull out ten marbles one at a time, each time replacing the marble in the box.  Then you tell me what colors are inside.  Then we look.  If you're right, you win.  Five gets you ten, ten gets you twenty."  The brain looked at the box, calculating.  Finally he spoke.  "Alright.  But I'm betting twenty dollars.  Agreed?"  He was all fired up, red hot for revenge.

The clown had to struggle to free his spasming larynx from a violent urge to cackle.  "Whatever you like!"  He held out his hand.  The kid fished out a Jackson and slapped it into his palm.  Jojo raised the box to slightly above eye level and removed the lid.  The mark reached up and into the box.  When his hand emerged, a snow white marble glinted brilliantly between two fingers.

"White!" said Jojo enthusiastically.  "That's good luck".  The kid dropped the marble back into the box.  Jojo lifted the box straight over his head and did an imitation of Chubby Checker imitating a belly dancer, thus mixing its contents. "That was trial one", he informed the pigeon.  "You got nine more to go."

The second trial was identical.  "Jeez!" commented the clown.  "You're defyin' the laws of chance!"

Eight more times, the act was repeated.  Eight more times, a white marble was pulled from the box.

"Well done, professor", congratulated Jojo.  "Now what do you say? What colors of marbles are in the box?"

The mark smiled disdainfully, clearly bent on showing off.  "I'll tell you.  But first, let me tell you how I calculated the answer."

"Be my guest", said Jojo, his star blue eyes twinkling merrily.

"There are ten marbles in the box.  That means ten possible colors, one for each marble.  But that's only an upper limit, just like the number of faces on your dodecahedral die was an upper limit on the number of distinct symbols on the faces.  There isn't any specific dependency of one on the other."

"What?" said the clown, feigning puzzlement.

"When you set an upper and lower limit on a random variable, you're only defining the range of the variable.  If you tell me the number of colors is between one and ten inclusive, you're not giving me one iota of information about *where*the number falls within that range.  The variable is still random."

"No kidding", wondered the clown.

"If I were to use that range in my calculation of the specific color distribution of marbles in the box, I'd be trying to get a kind of information out of it that it *doesn't* *have*.  I'd be trying to convert general information directly into specific information.  Any conclusion I might draw in the process would thus be invalid -- the same way my former conclusion about the die was invalid."

"Man oh man!" marveled Jojo.  "What an IQ!"

Smugly, the genius continued.  "It follows that my only source of information about the specific number of colors, and the exact distribution of marbles among those colors, is observation.  That's pure empirical science!"

Jojo rolled his eyes and whistled softly in admiration.

"The limit is important, but only when you try to violate it.  For instance, if I try to calculate the probability that ten solidly-colored marbles have eleven different colors, I get zero.  If I'm using Bayes' rule, the limit is automatically reflected in the zero probability of any hypothesis surpassing it.  That's how the limit figures in Bayesian inference...not as a quantifier of possibilities."

Jojo stared raptly, pretending to be hypnotized.  If the kid had kept on babbling about ten possible colors after picking ten whities in a row, then he, Jojo, ordinarily as compassionate as a piece of earthmoving equipment, might have had to break down and steer him to a shrink.  Before he could hurt himself.

"I observed just one color, white, in ten trials.  Say I use Bayes' rule to calculate the probability of an all-white color distribution.  If I start out with the idea that the only possible color is white, I naturally get one hundred percent."

"Cowabunga!" exclaimed Jojo.  "That's not a probability.  That's a *certainty*!"  "Precisely", said the high-IQ wizard knowingly.  "And certainty is exactly what sampling with replacement *can't* give you.  So it's wrong to confine the range of possible colors to white alone.  But Bayes' rule is still the right rule to use in a calculation of this kind.  So I keep the rule, but throw out the idea of using only one possible color."

Jojo nodded, hanging worshipfully on the mark's every word.

"Any color besides white is clearly *nonwhite*.  Yet, I have no evidence -- no observation -- that would justify a subdivision of 'nonwhite' into specific nonwhite colors like red and green.  So by simple elimination, 'nonwhite' must be the ticket.  I now have two possible colors, white and nonwhite.  And the beauty of it is, the term 'nonwhite' consistently represents every possible color other than white!  Nothing is excluded.  And nothing is represented at a level of specificity unwarranted by observation."

"Wow!", sighed Jojo.  The mark thought the clown was interested in what he had to say.  In fact, Jojo could hear nothing over the silent strains of "Under the Big Top" rising triumphantly in his elephantine nerf ears.  The ears were a little precaution he sometimes took when he thought it might turn cold; they doubled nicely as earmuffs.

"Bayes' rule is designed to update probabilities.  It combines initial information with subsequent observation, and needs both to work.  I just made ten observations.  But I still need a set of initial probabilities to combine them with.  Since I'm looking for a distribution of ten marbles among two colors, I need an initial probability for each of the ten possible distributions I might find.  I knew nothing before I started sampling; I had no information on the distribution.  But it takes information to distinguish anything from anything else, probabilities included.  Without information, there's no basis for calling any possible distribution 'more probable' than any other.  So I have to set all the initial probabilities equal.  From this and observation, it follows that the probability of an all-white distribution is approximately .67.  That makes it the most probable distribution.  So I estimate that all ten marbles in the box are white!" He waited expectantly.

Jojo's mouth sadly parodied the gaping grin painted around it.  He lowered the box.  The mark looked inside.  As Jojo tilted the box gently in the mark's direction, a row of immaculate white marbles collected along the bottom edge.

The kid looked up, confused.  "I count only nine marbles.  Where's the tenth?"

Jojo tapped the side of the box.  A solitary black marble rolled down to join the white ones.  The mark dropped his jaw, totally deflated.

"You know, maybe it just isn't your day", consoled the clown, replacing the box in his garment and pocketing the twenty.  "I'm not even gonna ask you if you want to try again."  He could already taste the bagels, prosciutto, and ice cream he was going to be eating as soon as he could lose the sucker.  "But man, are you ever brilliant!  I'd ask you for your autograph, but I know you're busy."  Excess salivation was making it hard for him to enunciate.  Otherwise, he might have explained that the city had a couple too many bridges, and had appointed him exclusive cut-rate broker for one down Brooklyn way.

"*C'est la vie*", sighed the genius, bending down for his briefcase.  "Wait.  Better make that *solvitur ambulando*."  Crestfallen but smiling ruefully, he plodded tiredly away to his just oblivion.

As Jojo stuffed his face in the sit-down deli half a block away, he reflected on the score.  First, the mark had been a real dope to assume that there was some mathematical law relating the number of faces of a "fair die" to what's on them. The contents of faces are totally independent of the number of faces except at the very limit -- that is, on the verge of logical inconsistency -- and "total independence from" means "no information on".  When two variables are unrelated by definition, any such relation holding in a given case can only be confirmed by *observation*.  Dependency relations are subject to the same criterion as everything else in probability theory: *no confirmee, no usee*.

Then the kid had wised up with the marbles, which was almost the same problem with a ten-sided "die" and colors instead of numbers.  But he hadn't wised up enough.  Almost all clowns know some magic, and Jojo had been a close-up magician for years.  The sleight of hand by which he'd inserted the black marble had been no big deal.  Just goes to show you, he ruminated: there's a sucker born every minute, a fool is soon separated from his cash, and what's more, nobody ever lost any money underestimating the intelligence of the American public.  Man, what he could have done to that kid with a deck of cards!
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Refilling his maw, he thanked providence for small favors.  Why,  the kid might even have subjected him to some kind of Ph.D. thesis on the mysteries of Bayesian paradox!  Such paradoxes apply mainly to sets of differently-relativized probabilities, not to localized calculations like those involving the die and the box of marbles.  A given subject either has information or not; if so, he either has evidence of its relevance or not.  If not, it's useless.  Beyond  observation, he has only CTMU probability theory and telekinesis.  At least the kid had seemed to understand that probabilities are by definition relative: none of them remain valid in the event of a loss or extension of relevant data.  The only invariants are certainties, and even these finally obey the same logic as probabilities.  You can take the objectivity out of the subject, but you can't take the subjectivity out of objective reality.

Hey, maybe the kid's astronomical IQ *had* meant a little something after all.  At least the boy wonder had known better than to fabricate the initial probability distribution.  That, mused Jojo as his tongue batted a lump of Haagen-Dazs around his mouth, would have been like speculating on how many angels could do the lambada on the head of a pin.  Where every initial probability distribution has an equal claim to validity, *there is no choice but to settle for their average.*  Probability distributions are represented by curves plotted against the x and y axes, each curve bounding an equal area of total probability.  The average of the curves is a flat line, and the area beneath it is evenly distributed along the horizontal axis of independent possibilities, discrete or continuous.  The curve isn't bell-shaped, ball-shaped, or banana-shaped, and Jojo was grateful to have been spared the full treatment.

Then again, even though the term "average" reflects the symmetry obtaining among exclusive possibilities in the total absence of information, it sometimes needs qualification.  Say you have a Markovian system of co-dependent events. You may want to seek its "attractors" by interpolation and/or extrapolation (which can also be viewed as a kind of "averaging").  There might be a number of different ways to do this; which one is best can be known only by virtue of -- you guessed it -- informative data pertaining to the particular system you're observing.  Assuming that this system is deterministic, the attractor guiding it towards its successive equilibria might be "strange", chaotic, and fractally regressive. That can complicate things.  But in any case, the amount and nature of your information determines not *whether* you should symmetrize, but merely *how*.  No exceptions allowed; by definition, every probabilistic algorithm involves some kind of symmetry, even at the deterministic limit where the "probability" goes to unity!  The kid had also seemed to understand the importance of information, and the necessity to symmetrize when you run out of it.  That was impressive, if only because it isn't clear from the perspective of standard information theory.  Info is more than bits of transmitted signal; it's a dependency relation *recognized by* an acceptor, and its "transmission" is just lower-order recognition on the part of any acceptor defined to include the source, channel and receiver.  Information thus describes every possible kind of knowledge.  Since objective reality can be *known* only as *knowledge*, it must be treated as information.

Over the centuries, different thinkers have come up with some pretty funny ideas concerning what reality "really is", and have been ridiculed by their children and grandchildren for what they thought.  But defining information on cognition, and cognition as an informative function of information, ensures that whatever *else* reality turns out to be -- ether, phlogiston, or tapioca pudding -- it can always be consistently treated as information for cognitive purposes.  Since cognition is what science is all about, what's good enough for one is good enough for the other.  So if the equation of reality and information is a "joke", reasoned Jojo, our chuckle-happy descendants will be the butts of it no less than we.  And anyway, they'll probably be too busy *crying* about the barren, overpopulated, tapped-out ball of toxic sludge they've inherited from us "comedians" to laugh about much of anything.

The cognitive universality of information implies cognitive symmetry or stasis in its absence.  The counterpart of symmetry, *asymmetry* ("not of like measure"), obtains among variables which *differ*; to be used in any computation, this difference must be expressed over the qualitative range of a set of distinct differentiative predicates, or the quantitative range of at least one differentiative predicate.  If you can specify no such differential scale, then no such scale exists *for the purpose of your computation.*  And with no such scale to aparametrize the function assigning weights to the various possibilities, the function can't assign different weights.  That leaves you with non-asymmetry or *symmetry*.  As information arrives, this symmetry can be "broken".  But information alone can break it, and you're stuck with it until then.

Sameness can sometimes be deduced, in which case it has informational value.  But as an effect of symmetrization, sameness means that no differentiative information is available.  Whenever there's no info on hypothetical arguments, the corresponding variables must remain *open* for computative purposes.  Symmetrizing the object variables themselves -- for instance, by assigning the same content to each of them -- entails the risk of creating false information; these identical values might be wrong.  But symmetrizing on a higher level of induction -- e.g., by equalizing the *distributions* of possible values of algorithmic parameters -- leaves the variables open.  They remain objectively neutral, unbiased, and free of potentially misleading false information.

This unbiased neutrality is a rock-hard inductive criterion.  If it orders *crepes suzette*, it had better not get lumpy oatmeal.  And what it craves is the kind of higher-order symmetrization just described.  The distinction between higher-order and lower-order symmetrization is subtle and easy to miss, which explains why many probability theorists don't understand how or why they should symmetrize.  But then again, your average ankle-biter doesn't understand why he shouldn't rape the cookie jar before every meal, either.  And that, concluded the clown, is pretty much the reason why some folks find the "principle of equivalence (or insufficient reason)" hard to swallow, and why they become mired in paradoxes that can't be resolved without it.

Yeah, Jojo knew about *Bayesian* *regression*, a paradox generated by a pair of inconsistent assumptions.  One is that each one-place predicate occurring in an n-fold observation of r objects is equally likely; the other is that each n- or r-place predicate involving these one-place predicates is equally likely.  In the first case, you're likely to observe each possible color the same number of times.  In the second, you're as likely to observe any subset of colors more or less often than other subsets.  The question is, which assumption should you make in the absence of definite information regarding either one?  Jojo, who had been kicked out of MIT for pie-facing the chancellor[[1]](http://megasociety.org/noesis/63.htm#_ftn1), didn't need a degree to unkink that one. All he had to know was *higher-order predicate logic*, courtesy of that sidesplitting vaudeville-era comedy team, Russell and Whitehead.  Their act, *Principia Mathematica*, had played in London, Paris, and Reno, and Jojo had it on the original 78.

See, the gist of it was, predicate logic is *stratified*.  Each successive order includes all those below it, but none of those above it.  What that means to probability theorists is as clear as benzene-laced mineral water:  it's impossible to express dependency relationships which violate this rule, known to aficionados as the *theory* *of* *types*.  It was designed to avoid the negative circularities called *paradoxes* or *antinomies*.  It manages to accomplish this by "breaking the loop" of language by which such paradoxes are formed.  But here's the sweet part: this same mechanism also prevents *artificial tautologies*, circular inferences which justify themselves like so many philosophers at a teach-off.  Jojo chuckled inwardly: *cogito ergo sum quod cogito quod sum quod cogito quod*... I think, therefore I am what I think what I am what I think what...  Somewhere along the line, you've got to admit a little "objective reality" into the deal!  Or, like a snake who lost his coke bottles, you swallow your own metaphysical tail and roll away into the never-never land of fantasy and solipsism, a scaly hula-hoop of empty assumptions powered by a perpetual motion machine.

On the other hand, it's just as stupid to think you're the Solomon who can meat cleaver a Haitian divorce for the subjective and objective parts of reality.  It takes two to tango, and this pair dances in a crazy-glue lockstep.  Neither one can even be *defined* without the other.  Kant knew it, Russell knew it, and even that hilarious Austrian Godel knew it.  But quite a few other people didn't seem to know it.  Take, for example, the vast majority of practicing logicians, mathematicians, and empirical scientists.  Sure, a lot of them paid it the "correct" amount of lip service... apparently to apologize for not being able to make any sense out of it.  But it's real clear and real unequivocal, and nobody has anybody but himself to blame if he talks the talk before he can walk the walk.  The whiz kid, who'd started out like some kind of solipsist, had probably been as thoroughly sucked in by modern scientific pseudo-objectivism as all those Joe Average "dummies" he habitually surveyed from on high!

Even type theory itself was in some ways a bust.  It was meant to rid logic and mathematics of paradox, but did so only by shifting paradox into the higher realm of undecidability theory.  When Godel delivered that little punch line, Russell felt like the joke was on him.  That, lamented the clown as he smeared mustard on his next kosher pork delight, was a shame.  Had Jojo been around, he'd have reminded his good pal Bert of a cardinal rule of comedy: you have to learn to tune out the hecklers.  Hecklers frequently knock comedians for telling jokes over their heads, and science is full of critics ready to pounce on any theory they're too dumb, lazy, or preoccupied to understand.  Anybody who comes up with anything really brilliant in this world learns that from Jump Street.

Type Theory can't eliminate paradox, because paradox is a condition of human mentality.  Every problem on every IQ test ever invented can be formulated as a paradox, and every solution is the resolution of a paradox.  Man is a problem-creating, problem-solving animal.  Eliminate paradox, and you eliminate human mentality.  It was amazing, the lengths that some of these goofs would go to in order to avoid a little common sense!  Russell could have yanked victory from the jaws of defeat merely by reformulating the purpose of his theory.  Instead of claiming that it *eliminated* all logical paradox, he could simply have claimed that it placed certain logical restrictions on paradox-resolution...and therefore on solving the logico-mathematical and scientific problems that can be expressed in paradoxical terms.  *And guess what, whiz-kids of the world*, thought Jojo as he horked down a gigantic bolus of garlic and gluten: *that just so happens to cover problems like my little box of marbles*.  Patting his side, he was answered by the reassuring rattle of ten glass globules.  He silently blessed each and every one of their stony, money-making little hearts.

Because paradox is a condition of subjective mentality, being the self-referential basis of temporal consciousness, it also applies to whatever is observed by the subject -- in other words, to so-called "objective reality".  And to ice the cupcake, it also applies to the subject's conception of his relationship to objective reality!  That was Godel's insight.  Unfortunately, old Kurt, in his zeal to yank the banana peel out from under old Bert, went light on the scientific ramifications of his undecidability gag.  This left the audience with a bunch of cracked and leaking coconuts where their wise and learned brains had been, and science was able to skate right along like nothing had happened.  But see, something *had* gone down after all, and Jojo couldn't decide whether to laugh or die about it.  *But so what*? he thought as he wiped his de-gloved paws on the window curtains next to his table.  At least he knew he'd always be able to make a buck off it.

But hey, money wasn't everything, even in this city.  There were other important things to remember.  Like the purposive connection between the theories of Types and Relativity.  See, Jojo wasn't the only famous Einstein who shared Russell's concern with logic.  Herr Albert had something very similar in mind when he adopted the principle of locality in order to avoid causal paradoxes in which super-luminal agencies make observations and then change the way they happen.  The basic idea was the same: *effects cannot negate their causes*.  Causes can negate certain effects by way of promoting others, but not vice versa.  And more to the point at hand, the output of a function or algorithm cannot *post hoc* tend to negate the function or its parameters...e.g., the initial distribution on which observations depend.  Where the output has already been observed, this forces the symmetrization of all the "causes" (e.g., chromatic likelihoods) from which it may have resulted.  Deduction eliminates possibilities; but whenever an inductive context can be arbitrarily extended relative to a given hypothesis, the inductive process must respect *all* possibilities by obedience to the theory of types.

In other words, what type theory said about Bayesian regression was this.  Bayes' rule is an algorithm, or complex logical function ascribing one of a set of predicates (probabilities) to a variable causal argument.  It was designed not only to derive a conditional probability, but to do so without contaminating relevant data with irrelevant assumptions.  The latter amounts to the avoidance or prior resolution of any paradoxical inconsistency between such assumptions and the reality which is being measured: if you assume something that favors any particular outcome representing a fraction 1/n of possible outcomes, you will only be right 1/n of the time.  That amounts to a paradox (n-1)/n of the time, a situation that has to be avoided wherever possible.

Type theory avoids it by *directionalizing* the inclusory or attributive dependencies in the formulation.  A variable standing for a color is of higher type than one representing an object.  A variable standing for a chromatic distribution is of higher type than one representing a color.  And a variable standing for a probability distribution (of chromatic distributions of colors over objects) is of higher type than one representing a chromatic distribution.  Each one of these variables gets to determine those beneath it, but not with or above it.  So you can't take an assumption about a chromatic distribution -- say, that each color is or is not equally likely to be observed in sampling -- and try to determine the probability distribution from it.  Since Bayes' rule requires initial information on the probability distribution, you have to forget about the likelihoods of specific colors and start from the probability distribution itself.  That means that where you have no prior information on the probability distribution, you have to *symmetrize* or flatten it.  Each chromatic distribution is thus equally likely, and the corresponding range of individual chromatic likelihoods is *open and unbiased*.  See, Ma?  No loops.

Jojo recalled a related question involving the states of systems in probabilistic contexts.  Prior to extended observation, how do you know how to partition the set of possibilities you intend to symmetrize?  Take an urn containing two marbles.  What's the probability that the marbles have different colors?  Are the possible states enumerated combinatorially: xx, xy, yy?  Or permutatively: xx, xy, yx, yy?  Jojo chuckled, almost choking on a pickled egg.  Probabilities, states, and difference relations compute solely as *information*.  In CTMU probability theory, information *about* states is subject to the same constraints as that expressed *in terms of* states.  There are 3 states in a combinatorial urn.  There are 4 states in a permutative urn.  Since 4 > 3, the permutative state-set has more information.  *But just how has this extra permutative info been acquired*?  The down and dirty truth of it is, it *hasn't*  been "acquired".  It's been *fabricated*.

Most probabilistic algorithms need at least *combinatorial* info to work.  If you're going to go without observation and fabricate information about states, it has to be at least combinatorial.  But you don't dare help yourself to *extra*unconfirmed info!  So the urn's states are initially combinatorial, and p = 1/3.  In other words, states defined on individual objects and ordered relations among objects don't get to determine higher-order combinatorial predicates of whole sets.  Only *observation* is "high enough" to do that.  And *that*, concluded Jojo as he shoveled ice cream in a last-ditch attempt to quench the egg's fiery -- no, *radioactive* -- aftertaste, was *that*.  Glory Be to the CTMU unification of probability theory and higher-order predicate logic!  Trying to get over on the CTMU is sort of like trying to outsmart yourself: *you lose if you win, and win if you lose.*  The clown wheezed pitifully.  Where the heck could a mere egg-pickler be getting plutonium-239?

The necessity for combinatorial information in purely subjective computations is a demand of our cognitive syntax...the way we see the world and organize it mentally.  Such demands determine all the mathematical models we construct to represent and simulate reality.  Because they inhere in every such model, they are a basic ingredient in all calculations based on such models, "objective probabilities" included.  The fact is, since *all* probabilities have subjective components, there are no grounds for refusing to recognize subjective probabilities as "real".  Is the above probability highly subjective?  Yeah.  Is it only relatively valid?  You know it.  But while some bananas are strictly by Goodyear, a chimp has to eat.  And the only way to chew this particular bunch is to recognize that all probabilities regress, on data reduction, to statements about the semantical relationship of subjective cognitive syntaxes to that of "objective reality".  Such statements, if extremely general, nonetheless express a real relationship between two realities, you and your environment.  The only way *they* aren't real is if *you* aren't real.  And if you're reading this, you're as real as Cheetah, Bonzo and all their offspring combined.

The Bayes algorithm is formulated in a certain metalanguage, and its variables occupy specific levels within it.  Any universe to which the rule is applicable must conform semantically to its internal stratification.  By virtue of type, the dependency relationships among Bayesian variables are asymmetric and directional.  This also applies to more specialized rules like the Schrodinger equation, which are merely empirical-slash-subjective[[2]](http://megasociety.org/noesis/63.htm#_ftn2) evolutions of Bayes' rule under given kinds of empirical input.  In this sense, Bayes' rule is the universal first step in scientific inference, and associated at a very deep level with the human mental syntax itself.  That's why Bayesian inference, Bayesian paradox, and Bayesian regression are central issues in reality research, and why anybody who complains that they're bored or irritated with these topics belongs on Monkey Island with the rest of the big time mental heavyweights.  And that, mused Jojo, goes double for anybody unwilling to grasp the topic at even the general level on which he was thinking about it.  He was glad that he could keep his thoughts to himself instead of having to run a hard-sell on some bunch of self-styled "experts".

Jojo, who felt himself converging on an explosive disaster to rival even his Kreemi-Whip nightmare, reflected on the molasses-in-January speed with which the scientific community often seemed to assimilate earthshaking new abstractions. Hand them a gadget or a preformed mechanical principle, and they treat it like a three-alarm fire in a loaded bank vault.  But hand them a pure, beautiful abstraction, and you might as well indulge in a little suspended animation while you wait for all the "experts" to puzzle and grope their ways through it.  Even so, it's just a heartbeat next to the time it would take them to root it out themselves from beneath the tangled circuitry of fact and supposition that they call "knowledge".  It's a practical world, and the reformer of abstractions had better dress for a long, cold hike to acceptance.  Because people want to face their mistakes and inadequacies about as much as a hundredth-time-virgin bride wants to show hubby that *Property of Hell's Angels* tattoo on her creamy derriere.

See, everybody's an expert, and everybody has his or her own ideas about what is or is not "rational", "imaginable" (see *Noesis* 58, p. 17), "possible" (see *Noesis* 46), "probable", and so on for every subjective context.  This can apply even to hard, extensional contexts like truth and certainty.  But Jojo had noticed that whenever people bother to justify such opinions, they always fail to come up with anything remotely resembling a formal derivation.  That's because no categorical derivation is possible with respect to anything but the most general features of the human cognitive syntax.  Instead, they offer "plausible arguments" on which there "seems to be a consensus" among like-minded cognoscenti. Translation: mildly denatured *crapola*, with 99.9 percent certainty.

Jojo, not content to settle for any narrow field of expertise, was an expert on *experts*, and knew that no expert could determine diddley except relative to his own axioms and rules of inference.  That naturally precludes any value judgment on anything involving *additional* axioms, rules, or data.  Some things are easily recognizable as nonsense because they oppose known facts at identical levels of specificity: if somebody were to claim that the War of 1812 was fought in 1922, he'd plainly be a bag of gas.  But as the situation gets more complex, it rapidly gets very difficult to make this kind of determination.  If a critic isn't extremely careful, he risks becoming just another old curmudgeon with antiquated notions about what rules the universe is "required to obey".

Take Newcomb's paradox, a *generic* *anomaly* designed to cut off the ring on such lamebrain arguments.  Newcomb's paradox is just an arbitrary version of a situation that has arisen, and will no doubt continue to arise, countless times in the always-surprising annals of science: data is received which appears to contradict a currently accepted set of axioms and rules of inference.  That much  is obvious, *since otherwise there would be no point to it*.  But the clever way in which the formulation evokes the issues of free will, rationality, and megabucks seems to have short-circuited the faculties of many of those who tried to solve it.  They treated it as nothing but a real or phony get-rich-quick scheme instead of as a paradigm for empirical and theoretical induction!  Even when this big bad paradox was finally resolved by Jojo's personal amigo and sometimes-biographer Chris Langan, everybody played ostrich, 'possum, and downright deaf and dumb rather than admit they might have "overlooked" something.  Given the fact that some of them claimed ultrahigh IQ's and had a lot to lose by imitating the furniture, Jojo found this...well, *unimaginable*, *improbable*, and *incredible*. But*true*.  Langan had belonged to a society of whiz-kids when he resolved Newcomb's paradox and certain other notorious inconsistencies.  The poor guy had been led to believe that he would thus be assured of a fair and insightful hearing for his ideas.  But he'd been in for a minor disappointment.  Jojo recalled a few notable examples: one member had implied that Langan's ideas were less than original because one partial aspect of them had been "proposed" by somebody else who apparently had a limited grasp of the logico-mathematical complexities they entailed...many of which nobody but Langan seems to have even *considered*.  Another had adopted the computative terminology of Langan's *Resolution* to undermine the work itself, an exercise in one-man foot-shooting.  And yet another had denigrated Langan's contributions because "others" had expressed disapproval, telling him that his request for an apology amounted to "killing the messenger"!  Instead of presenting their arguments in ways that invited a response, these critics all seemed to dismiss out of hand the idea that any suitable response would be possible.  The fact that none of them offered so much as one unqualified sentence in support of his concise and incisive analyses had sort of bugged Langan.  But it really shouldn't have.  Because if he'd known whiz-kids like Jojo knew whiz-kids, he'd have expected nothing but the kind of meaningless and circular bickering he got.  And he'd have made a laff riot out of it, just like Jojo with *his* whiz-kid.

Then again, Langan's critics didn't have to look so *bad*.  Some of their remarks were relatively insightful.  The problem was, they offered their criticisms *after* Langan had already answered them!  For example, it was remarked -- after Langan had made it clear that the standard type-theoretic resolution of the Epimenides paradox could be transformed into a resolution based on CTMU *many-valued logic* upon real time violation -- that this paradox "would really lead to a (CTMU-invalidating) contradiction" if one were forced to assign *one of only two* truth values to every statement.  One of the main ideas of the CTMU, if Jojo wasn't badly mistaken, was to define a paradox-resolvent stratification of truth functions generating a potential infinity of truth values (top paragraph, page 9, *Noesis* 44)!  Good thing Langan had a sense of humor.

Part of the beauty of the CTMU was the way many-valued (modal) logic was so naturally applied to reality in the stratified computational model.  The two-valuedness of the human accepting syntax delineates only that part of global reality constrained by human conceptual and observational limitations.  For each level [gamma]n of [gamma], there is an nth truth value.  Truth values are related according to the *inductive* and *deductive* relationships holding within and among the levels of [gamma].  Langan had made this as clear as possible, given limitations in space and reader attention.

Someone else had made the observation that using the CTMU to resolve Newcomb's paradox was "like using a B-2 for crop dusting"!  Newcomb's paradox, a conundrum relating physics, decision theory, and the philosophy of free will within a metaphysical matrix, had defied resolution for over twenty years by the time Langan wrapped it up.  The reason? *Physics, decision theory, and the philosophy of free will* is to *crop dusting* what *botanical genetic engineering* is to*spreading fertilizer.*  Along with the other matters to which it was closely related -- e.g., quantum reality -- Newcomb's paradox had all but smothered to death under a two-decade accumulation of "fertilizer" before Chris Langan rescued it with his CTMU.  It was even denied that quantum non-locality confirmed the CTMU, despite the equation of non-locality and metrical violation.  Langan had already explained that metrics, being parts of the computative syntaxes of dynamical transducers, could be computationally relativized to *nested transducers* in such a way as to resolve these violations while affording an elegant explanation of quantum wave function collapse.  Man oh man, the trials that Chris Langan had been made to endure!  Genius could be a long row to hoe for someone with no fat cat academic "mentors" willing to sponsor his radically superior ideas for a prestigious and potentially lucrative slice of the credit (funny, thought Jojo, how the sacred responsibility of such mentors to "protect the integrity of their disciplines" so often seemed to line up with the protection of their *personal* funding and reputations).  The clown suffered silently on behalf of his sadly misunderstood buddy, who had foolishly dared to weigh in on the scales of truth with no more than the certainty of being right.  Talk about your Don Quixotes!

Yet Jojo, with benefit of hindsight, knew that Langan's opponents had all been squashed from day one.  Langan's grasp of logic and reality was so advanced that it could be risky even to get an argumentative *look* on your face where he could see it, and his critics had argued without knowing the real extent of his ability.  For example, their journal *Noesis* had contained several citations of the notorious four-color problem of graph theory.  In one of these, it was mentioned that a pal of the editor had been working to shorten the computerized *proof* of the four-color *theorem*.  First, proofs are informational and must be relativized to the cognitive automata by which the information can be processed.  The proof in question involved millions of logical operations directly unverifiable by any human, and thus proved zilch relative to human cognitive capabilities.  If the four-color conjecture had become a "theorem", it existed only for human-digital*cyborgs* with split personalities whose two faces had no guarantee that they could trust each other.  Second, what Chris Langan knew about this kind of problem -- and about problems in general -- would ultimately send most four-color theorists and their machine programs straight into the academic fossil pit, there to R.I.P. on their tarred laurels.

Jojo wondered how all those megamelons, who were aware of many of the paradoxes and inconsistencies riddling science and metaphysics, could by sound or silence reject the most general and necessary model in which "undecidable" mathematical and logico-philosophical conjectures become relativizable and solvable.  The situation had been truly bizarre.  But what goes around has a way of coming around, and the Noetic Society later met with a kind of poetic justice. Chris Langan, after being criticized half to death by his fellow members, had told them that they risked wearing "a pair of huge floppy shoes, a red rubber nose, and a baggy jumpsuit with outsized polka dots and a big round crinkly collar" for failing to pay adequate attention to his explanations.  Jojo stared at his riotous reflection in the deli window and laughed aloud.  *All right, so none of you had a clown suit to wear*, he thought.  *That's okay.  At least somebody can dress the part.  And tell when he's playing it.*

See, a funny kind of game had been played right in front of all their noses, but in such a way that most of them missed it.  Langan had been trying to introduce a new theory, the CTMU.  The trick he had to perform: cram enough *detail* into an *intelligible* but *maximally abbreviated* account of his ideas.  He thought he was doing a pretty good job before a couple of members screamed like wounded peacocks, accusing him of "long-windedness" and other complimentary attributes.  All right, so they didn't care for his way with words.  Facing reality, he bowed out of the editorship like any duly-chastened "windbag" should have.  But then, from the soggy ash heap of rejection, a *whole new perception* of the situation seems to have arisen.  In effect, the CTMU was criticized for being *incomplete* and *poorly reasoned.*  Get a load of that!  Langan was cut off at the mike, and then harangued for not finishing his speech (if not for being a loony, slipshod crackpot to boot).

Now, if there was some *sub-rosa* agreement that this was the best way to proceed, Langan was not a signatory.  There was no undertone of cooperation.  These people were simply being *unfriendly* to him, and it stank.  It was bad enough that he was cut off from conventional avenues; that he had been forced to develop his ideas utterly without support, acknowledgment, or encouragement.  But to give him (or watch him being given) the bum's rush was something like contemptible, particularly after he had donated *valid resolutions* of major paradoxes that nobody else could handle.  If that's the way science is supposed to work, then Murphy's Law qualifies as a crucial axiom of the scientific method. While this would have come as no surprise to a long line of intellectual desperados -- guys like Copernicus, Galileo, and Galois -- it falls well short of the promotional hype advantageously used by the shiny, impeccably tailored "front men" of academia.

According to them, the academic and industrial intelligentsia form a kind of "ecosystem" in which the "Darwinian competition" of ideas results in "survival of the fittest".  The only problem is,  these are *fallible humans*, not natural forces. The front men even manage to create an impression that where conventional processes fail to reveal "the fittest" ideas because these ideas are too far out and iconoclastic, there exist "fail safes" sure to prevent them from being lost.  Fail safes like the MacArthur Foundation, which at one time was making a lot of noise about searching for "the new Einstein" in hopes of supporting his research.  Unfortunately, in true *catch-22* style, such organizations wouldn't know "the new Einstein" if he walked up and kicked them in the whoopie cushion.  Instead, they rely on the "expert opinions of established authorities" in various fields.  The result? While Langan was crunching paradoxes, they were fixating on*clowns*.  No, we're not just talking silly people; the MacArthur Prize was once actually awarded to a clown who looked just like Jojo.[[3]](http://megasociety.org/noesis/63.htm#_ftn3)  Jojo had wanted to kick *himself* for missing out on that little opportunity, which would have catapulted him and his aging mother straight into a cushy condo in Westchester.  But at least he was in good company: if the MacArthur Foundation had existed in the time of Evariste Galois, the founder of the modern theory of algebraic equations, it would have "encouraged his genius" *post mortem* by at least half a century!

Langan recognized all of this, and coped with the situation by doing whatever he had to do to support his *own* research.  He never kissed up to anybody, and he never made the slightest compromise regarding what he understood to be logico-mathematical certainties.  Knowing that nobody would stick up for the truth if *he* wouldn't, he tightened up his belt and ate crow until the Noetic Society provided him with a convenient way to introduce it.  No doubt about it, printing his theory in *Noesis* didn't offer much in the way of amenities.  But it did give him something he might not have been able to get any other way.  That is, no matter who squawked about his presentation, who objected to his personality, or who might have adopted his insight without a word of thanks or credit, he had established his exclusive authorship of what would ultimately prove to be the culmination of post-Aristotelian intellectual evolution.  It wasn't much, but at least it was something.  Langan appreciated the help, even if it *had* been like pulling teeth.  And he was *still willing to cooperate* with his fellow eggheads.

Being a realist's realist, Jojo knew that the Noetic Society was no group of dunces.  But it was also no wellsprings of sympathy and understanding where Langan was concerned, and Jojo -- when not hard at work on some gobbler -- was a lover of fair play.  Chris Langan *was* walking the walk; while the experts exercised their jaws, he dogged truth and meaning with minimal concern for his own personal  welfare.  With so many other birdlings in the nest of science peeping their little beaks off for food and attention, Langan had been nobody's darling.  He was accustomed to paying the price for his "lone-wolf" attitude.  But what really got Jojo's goat was the way the Noetic Society, which in effect billed itself as a mutual appreciation society for lonely geniuses at the pinnacle of human intelligence, had repaid Langan's insight with every particle of personal, political, and conceptually irrelevant chicken manure it could generate.  Like he was some guano-starved *bean patch*.

If any Noetic Society members had appreciated what Langan gave them, they were so intimidated by the chicken-manure *hurricane* he encountered that they scurried for cover like so many field mice, thus punctuating the hurricane with long spells of arctic weather.  After all, better to be a one-in-a-million hero than stand with a one-in-five-billion pariah who seemed to have finished last in the Noetic Society Mr. Popularity competition.  The amazing thing about it was, the way Chris Langan continued to voice respect for the intellects of his fellow members as they did their level best to frustrate him spitless while sabotaging the intellectual future of the human race.  How, long after others would have written them off, he refused to abandon them in the desert of ignorance.  Why, if the clown hadn't overeaten, he would have rushed straight back to the flophouse and composed volumes of soaring poetry to celebrate the perseverance of guys like Christopher Michael Chappelle-Langan!

Then the flashbulb of inspiration detonated like a loaded cigar in Jojo's teeming gourd, infusing him with a new and wonderful sense of destiny.  If that kid he'd hustled was really one of the smartest people in the world, then Jojo was in the wrong line of work.  Life as a clown had been good.  But his new life would be even better.  Armed with years of experience as a professional buffoon, Jojo was about to become...a *politician*!  He gazed serenely out the window.  It was autumn in Manhattan, and the Apple was a fat juicy pearl in the humongous gaping oyster that was the world.

# Another Crank Comes to Visit: The Cognitive-Theoretic Model of the Universe

**Comment #1:**

Good grief. And here I was hoping we could leave it on a semi-pleasant note.

Unfortunately, instead of retiring to write something vaguely constructive, Mark has now created a third rudely-titled "crank" page for me where previously there were only two, and without my original responses (in which I roughly explained what I was actually trying to convey). Instead, I’m now invited to start over from scratch in "defending my theory".

It’s an old game, and everybody knows it all too well. The target is supposed to enhance the reputation of the critic by pretending that the critic is legitimate while bumping up the critic’s hit count with his “defense”, despite the obvious lack of any willingness on the part of the critic to give an inch under any circumstances, even if somebody puts a blueberry-math pie in his face.

This, of course, leaves me with no rational alternative but to point out that Mark is not a legitimate critic. In fact, Mark is incompetent. Thus, instead of defending myself against Mark, the most appropriate course of action in the present instance is to invite Mark to defend himself.

Let me explain what I mean by “incompetent”.

There are a lot of ideas floating around out there. Some are good; others are bad; others aren't so attractive to the naked eye, but improve under magnification (many of the best ideas have come in this form, and sometimes the magnification process is not complete until long after publication).

A three-way partition can also be applied to Internet pundits, e.g. Mark, who entertain themselves and their readers by evaluating the ideas of others. Some are good at it, others are not so good, and others are a complete waste of time and bandwidth.

The value criteria for distinguishing among good and bad ideas are fairly cut and dried:

(1) Syntactic consistency: Is the idea well-formed and logically consistent? (Y/N)

(2) Semantic consistency: Is the idea consistently applied to its universe? (Y/N)

(3) Relevance: Is the idea relevant to its purported content or the problem to be solved? (Y/N)

The competency criteria for distinguishing among evaluators, e.g. Mark, are equally obvious:

(1) Comprehension: The evaluator makes sure he fully understands the ideas he evaluates and refrains from attaching extraneous constructions, speculative interpretations, or inappropriate conceptual models (even in the face of uncertainty regarding the proper interpretation).

(2) Discernment: The evaluator possesses the willingness, the knowledge, and the intelligence to properly and thoroughly apply value criteria 1-3.

(3) Neutrality: The evaluator limits his judgments to value criteria 1-3, and withholds final judgment on ideas to which he is unable to apply criteria 1-3 with reasonable certainty (e.g., in fields outside his areas of expertise, or where he bumps up against his intellectual ceiling).

In scholarly discourse, evaluators are required to justify their judgments. Those who display inadequate comprehension, discernment, or neutrality in their judgments, having failed one or more competency criteria, are by definition incompetent. Among incompetent evaluators, the worst-of-breed are obviously those who chronically fail all three competency criteria.

With regard to my essay, Mark fails all three competency criteria. Indeed, he readily admits to it. This renders Mark incompetent, by his own admission, to do what he's trying to do here. Accordingly, he fails to qualify as a legitimate "debunker", "crank fighter" or whatever it is that he likes to call himself, instead constituting a mere pain in the neck and leaving me nothing sufficiently coherent to “defend” against.

In fact, it's a bit worse than that. This is because Mark sometimes seems to choose the ideas he attacks \*because\* he fails to comprehend them. In other words, it's not just that Mark randomly encounters ideas he's unfit to evaluate, and then does so anyway just to be a pain in the neck; it's that for Mark, personal incomprehension almost seems to be an irresistible evaluation-stimulus.

Of course, in keeping with his overall incompetence as an evaluator, Mark doesn't understand this. Instead, he pulls a cognitive switcheroo of which he is seemingly not consciously aware, automatically confusing his own incomprehension with incomprehensibility. In fact, "incomprehensibility" seems to be his main critique of my essay.

In other words, Mark has switched a judgment on his own subjective mental state (incomprehension) for a purportedly objective attribute of the idea he's trying to evaluate (incomprehensibility), thus making the distinction "good math | bad math" effectively equivalent to "math that Mark is capable of understanding, and therefore likes | math-like content that Mark is incapable of understanding, and therefore hates!”

Now, if Mark were as smart as he evidently thinks he is, he'd be less aggressive. He wouldn't immediately stick his neck out to upchuck all over ideas he doesn't understand. Instead, finding himself unable to locate obvious falsehoods in the target of his derision, he'd wait until he has more data on what's really going on with it. After all, that's what reasonable people do.

But Mark isn't always reasonable, or all that smart either, at least when he lets his characteristic irascibility get the better of him. In fact, as we've already established, he can be an incompetent little pain in the neck. In fact, he often appears to wallow in irrationality with what appears to be near-demonic relish.

Remember, the value and competency criteria listed above are objective in nature. This isn’t just an opinion; it’s a rock-solid indictment of Mark’s incompetence as an evaluator of ideas that he considers sufficiently “mathematical” to merit his special attention, but about which he actually can’t tell his ass from his elbow.

This doesn’t necessarily mean that nothing Mark says makes sense; some of what he says obviously does make sense. But some does not, and that’s where Mark tumbles into incompetency. Obviously, as the very first order of business here, Mark needs to mend his incompetent ways.

(I hope we’ve managed to avoid any problems with English comprehension this time around.)

**Comment #2:**

OK, I think we’ve waited about long enough for Mark to defend himself from the charge of incompetence.

You know, it never looks good when the proprietor of a highly contentious web site hides behind his commentators. It tends to destroy the forum as an appropriate setting for serious intellectual discussions. So I trust that Mark has merely been busy, or better yet, that he recognizes the futility of trying to defend his indefensible behavior.

In any case, I’ll go ahead and pave the way to a final resolution of the situation by dispelling any remaining doubt that Mark is incompetent to evaluate the essay he’s been attacking here. Fortunately, an analysis of the first “substantive” paragraph of his critique will be sufficient for that purpose.

Here’s the paragraph:

“Right from the start, we can see the beginnings of how he’s going to use a supposedly set-theoretic notion, in a very peculiar way. I don’t know anyone who seriously thinks that the universe is a set. Sets are a tool that we use to construct abstract models that describe things. The universe isn’t a set; it’s the universe. And yet a huge part of his argument is, ultimately, based on “disproving” the idea that the universe is a set, based on silly word-games.”

Let’s have a look the above paragraph sentence by sentence.

Sentence 1: “Right from the start, we can see the beginnings of how he’s going to use a supposedly set-theoretic notion, in a very peculiar way.”

I don’t know what this means; it’s “geek” to me. It’s probably an error, but in the spirit of evaluative competence, I’ll withhold judgment.

Sentence 2: “I don’t know anyone who seriously thinks that the universe is a set.”

Error 1: That’s vanishingly unlikely. Materialists think that the universe is a set of material objects (e.g., atoms and subatomic particles in various combinations) on which all else can be secondarily defined and/or causally supervened. Any assertion by Mark that he doesn’t know at least one person subscribing to such a viewpoint is simply incredible, especially given the atheist-materialist circles in which he runs. (Mark describes himself as a “religious, theistic, reconstructionist Jew,” but that’s beside the point; merely that he attended a modern university is enough to tell us that he has rubbed elbows with many atheistic materialists.)

But materialism is almost beside the point; all we need here is the scientific method. With its unrelenting emphasis on observation of, and experimentation on, material objects including the measurement devices thereby affected, the scientific method demands that everything in science be related to observables and the objects to which they are attached, which, being individually discernable, qualify as elements of sets (with all appropriate distinctions applied; e.g., sets of physical objects or events are countable, while sets of points in a continuum are uncountable).

In search of counterexamples, one may be tempted to point to such things as time and process, “empty space”, various kinds of potential, forces, fields, waves, energy, causality, the spacetime manifold, quantum wave functions, “laws of nature”, “the mathematical structure of physical reality,” and so on as “non-material components of the universe”, but these are predicates whose physical relevance utterly depends on observation of the material content of the universe. To cut them loose from the elements of observational sets would be to deprive them of observational content and empty them of all physical meaning.

Sentence 3: “Sets are a tool that we use to construct abstract models that describe things. “

Error 2: More accurately, the concept “set” is a formal entity into which real content may be mapped by description or definition. To preclude content is to sever the mapping and render the “tool” descriptively useless.

Everything discernable (directly perceptible) within the physical universe, including the universe itself (as a coherent singleton), can be directly mapped into the set concept; only thusly are secondary concepts endowed with physical content. One ends up with sets, and elements of sets, to which various otherwise-empty concepts are attached. Unfortunately, in standard theory, this attachment is reminiscent of sessile mollusks which have glued themselves to foreign bodies, and this is a problem for set theory as a descriptive language for the universe (or as a foundational language of the mathematical formalisms applied to the universe by science), as it is subject to a crippling form of dualism which separates functions from the sets they relate. But while set concept is obviously necessary - these other concepts are rendered physically meaningless without it - this in no way implies its sufficiency on any scale of reference.

Sentence 4: “The universe isn’t a set; it’s the universe.”

Error 3: This is an instance of logical negation amounting to an absolute distinction between “set” and “the universe”. It asserts the nonexistence of structural overlap between “universe” and “set” on all levels of reference, thus precluding shared structure.

Let’s take a closer look. Mark isn’t just saying

4a. “The universe is \*in part\* a set, but ultimately \*more than\* just a set (of objects, events, etc.)”;

he’s saying

4b. “The universe is \*not\* a set, period.”

These statements are mathematically distinct. Mark’s statement, 4b, implies that the universe is nowhere a set, i.e., that neither it nor any of its contents can be mapped into a collection or aggregation of objects, elements, points, or any other discernable entities as content. But this is completely absurd.

Indeed, if the “set” concept is free of physical content, then this precludes the use of any measurement device for observation or experimentation, and in fact, reference to anything that is observationally discernable and quantifiable in number, as this would provide physical content for the “set” concept. Whoops, no more science!

Obviously, the universe IS a (structured) set, but not MERELY a set in the context of any established version of set theory. Its description requires a more powerful mathematical language incorporating the “set” concept within a more capacious formal entity (which, of course, was largely the point of my little essay, which was written back before “everybody knew” that standard set theory could not be rehabilitated as a foundational language). Hello, CTMU, and hello, SCSPL!

In short, the author of Sentence 4 (i.e., Mark) is either mathematically illiterate, or he’s trying a bit clumsily to agree with me in all essential respects, but doesn’t quite know it due to the depth of his own incomprehension.

Sentence 5: “And yet a huge part of his argument is, ultimately, based on ‘disproving’ the idea that the universe is a set, based on silly word-games.”

Error 4: This statement consists of two parts:

5a: “His argument is based on ‘disproving’ the idea that the universe is a set” (I’ll be charitable and assume that Mark knows what proof actually entails in mathematics);

5b: “This attempted disproof, and the argument based on it, are silly word games.”

Quibbles aside, statement 5a is close to accurate; I do, after all, maintain that the universe is not merely a set, but something with greater expressive capacity (properly including that inherent in the set concept itself). However, statement 5b amounts to an accusatory misconstruction of the writer’s personal incomprehension, for which there is no excuse.

And that’s just one little paragraph. Its completely erroneous character conclusively establishes that Mark’s critique fails value criteria 1-3 enumerated above, and that Mark himself fails all three adjoining competency criteria … which, somewhat to his credit, he freely admits.

Summary: Explaining the errors made by Mark at the very beginning of his critique requires more space than is occupied by Mark’s statements themselves. Mark actually generates errors at roughly the same rate, and arguably faster than the rate, at which he writes about the “errors” of others!

Even though this may not seem like serious business to some readers, it certainly is. If Mark does not desist in his nonsense, it may well turn out to be something he regrets for the rest of his life. This is not because he is merely wrong; we all live and learn. It is because Mark often lacks any clue regarding the wrong turns he has taken, and in order to distract himself from his frustration, habitually lashes out at the sources of his confusion like a vindictive child. Any failure of comprehension precipitates him into a fit of pique, at which point he disastrously (for him) attempts to damage the understanding and the reputations of others without just cause.

I’m sure it would be a relief for all concerned if this were the end of my participation here. So I hope that’s the case…all the more so because if it is not, then one way or another, things will only go further downhill for Mark.

**Comment #3:**

Alright, then. At this point, I think it’s safe to say that Mark has no intention of trying to defend himself against the charge of evaluative incompetence.

In repeatedly failing to defend himself against the charge of evaluative incompetence, Mark has now exhausted his last chance to prove that he has the intellectual standing to criticize my work. (Lest this be misinterpreted, “intellectual standing” refers not to Mark’s intelligence, but merely to his highly deficient knowledge state, on which I think he could greatly improve by freeing himself from various irrational prejudices and unnecessary cognitive bottlenecks.)

As I’ve already observed, Mark generates errors faster than he writes. This makes it quite tedious to rebut him, as it is far easier for him to dash off a few paragraphs of ill-considered pseudomathematical gobbledygook than it is for me to explain all of his errors in detail. But just so as not to waste an opportunity for instruction, I’ll do it one more time anyway.

Mark: "What a load of ad-hominem ridden bullshit."

Comment: It was Mark who first resorted to personalized invective in this exchange. Anyone who doubts this need merely look at the titles of both of his Langan/CTMU critiques, including this one.

Mark: "The universe isn’t a set. A set is a mathematical construct defined axiomatically. That can sound like doublespeak, but it actually captures an extremely important distinction – one which you still don’t seem to understand."

Error 1: A set is not a “mathematical construct defined axiomatically”. That would be set \*theory\*. While set \*theories\* are indeed defined axiomatically, the set concept itself is defined in a very basic and general way, which is precisely why it supports multiple versions of set theory incorporating different axioms.

Everybody around here seems to like Wikipedia. Well, here’s how Wikipedia defines “set”: “A set is a collection of distinct objects, considered as an object in its own right. Sets are one of the most fundamental concepts in mathematics” (... sufficiently fundamental, in fact, to nucleate different axiomatic theories and play an indispensable role throughout mathematics).

This definition is qualified and restricted by various strains of set theory, but it remains essentially intact as theoretical context varies. More advanced versions of set theory improve on naïve set theory only by adding distinctions and restrictions; for example, NBG adds the concept of classes, while ZF proscribes self-inclusion. Such advanced theories do nothing to expand the expressive capacity of the basic "set" concept.

Error 2: Because the universe fulfills the definitive criteria of the “set” concept (and more), it is at least in part a (structured) set. Mark seems to believe that “set”, being a concept or formal entity, cannot possibly describe the universe; after all, the universe is not a mere concept, but something objective to which concepts are attached as descriptive “tools”. But to the extent that concepts truly describe their arguments, they are properties thereof. The entire function of the formal entities used in science and mathematics is to describe, i.e. serve as descriptive properties of, the universe.

Obviously, not all formal entities qualify as properties of the things to which they are attributed. E.g., the formula “abracadabra, X, shazam!” is just a nonsense formula in which X has been written without attention to fact, and can hardly be described as a “property of X”. However, when a form duly reflects the actual structure of X – e.g., when it is an isomorphism or a model of X which attributes to X the distinguishable, observationally replicable structure we actually observe when we look at X - it indeed defines a property of X, at least for scientific purposes. For example, where X is actually green (reflects green light), the form “X is green” ascribes the property “greenness” to X. Similarly, because the formal entity “set”, meaning “collection of distinct objects”, actually describes the structure of the universe - which is in fact a collection of distinct objects, plus additional structure – the property of “being a set” is a factual property of the universe, and this permits us to say “the universe is a set”.

Error 3: Previously, Mark was caught substituting CTMU "incomprehensibility" for his own personal incomprehension regarding the CTMU. Here he goes a step further, substituting \*my\* alleged incomprehension for the alleged CTMU "incomprehensibility" that he originally substituted for his own personal incomprehension of the CTMU. Instead of standing pat on his own personal confusion, he wanders ever farther afield, from his own mental state to an allegedly objective attribute of a theory to another mental state … this time, somebody else's. This is not how sound mathematical reasoning is conducted.

Mark: "In math, we build mathematical models of things in order to study and understand them. The mathematical model is an abstract description that’s useful for developing an understanding of the thing that it models – but the model is not the thing that it models. A set is a mathematical model that’s useful for describing many things. There are many things in the universe that can be modeled very well using set theory. But that’s entirely different from saying that the universe, or that anything in the universe is a set. A mathematical model is not the thing that it models."

Error: Mark is having a terrible problem distinguishing “set” from “set theory”. As I’ve just pointed out, “being a set” is in fact a property of the universe. That’s because “set” is defined as “a collection of distinct objects”, and the universe is in fact a collection of distinct objects (and more). The definition of “set” correctly, if only partially, describes the structure of the universe, and nothing can be separated from its structure. Remove it from its structure, and it becomes indistinguishable as an object and inaccessible to coherent reference.

I also get the impression that Mark is confused regarding the definition of “model”, which comes in two strengths. In logic, a model is a valid interpretative mapping, i.e., an interpretation of a formula A or class of formulae A\* under which A, or every formula of the class A\*, is true. The argument is generally a mathematical language with its own formal structure, while the image is anything that “makes the argument true” by virtue of identical structure “up to isomorphism” (of course, this situation is symmetrical; just as content instantiates a language, the language describes its content, and where validity is given, we have a “model” in either direction). The model includes both ends of the mapping, argument and image, in the form of shared structure.

So much for logic. In less formal contexts, the term “model” may be used in a less exacting way; the validity criterion of the mapping may be relaxed. The model can then be structurally non-identical to the argument, as when a scientist tentatively applies some mathematical description to a phenomenon without being sure that the description is correct, e.g., because inobvious features of the argument and/or image may be irreconcilable with the explicit part of the mapping. In this case, the model is not a legitimate property of the object thereby modeled, and can thus be separated from it without depriving the argument of structure. This is the sense in which Marks seems to be using the term.

Unfortunately, it is not the sense in which \*I\* usually employ the term, i.e. the logical sense, and it is my work that Mark has been criticizing.

Mark: ”There are also many things in the universe that cannot be modeled very well using set theory. (For example, try to put together a meaningful set-theoretic model of vacuum fluctuation and hawking radiation based on the set of particles in the universe. It really doesn’t fit well.)”

Comment: Although he seems unaware of it, Mark is not actually disagreeing with me here. Simply that the universe can be partially characterized as “a set of particles” does not imply the existence of a “meaningful set-theoretic model of vacuum fluctuation and hawking radiation”. In fact, this is a large part of what my essay actually says (a pity that Mark doesn't appear to understand this). Once again, a key distinction is that between “set” and “set theory”; although any version of the latter contains more formal structure than the unadorned “set” concept, it is insufficient to describe or model the universe in its entirety.

Mark: ”Does the existence of things in the universe which can’t me modeled nicely in set theory mean that set theory is something wrong? No. Because the universe isn’t a set. The universe and a mathematical model of the universe are very different things. There are many different possible mathematical models of the universe. Even taking set theory as a basis, there are numerous different set-theoretic mathematical models of the universe. The universe isn’t any of those mathematical models; those models are mathematical constructions that we use to try to understand it.”

Error: For the umpteenth time, “set” does not equal “set theory” (any version), and the property “being a set” isn’t something one can slap onto the universe, or not, at whim. It is synonymous with “being a collection of distinct objects”, which accurately reflects the observed structure of the universe. This makes it an actual property of the universe.

If the universe does not possess the property “being a set” – or if one prefers, “being valid content of the formal entity ‘set’” - then the set concept cannot be properly applied to the universe even as a tool. But then the natural and mathematical languages to which the set concept is fundamental cannot be properly applied to the universe either, and science is impossible. (This is called “reductio ad absurdum”; it consists in the derivation of an absurdity or contradiction from Mark’s initial premise that “the universe is not a set”.)

Mark: ”The lack of understanding of this distinction – the difference between a model and the thing that it models – runs throughout your writing.”

Error: In logic, a model is an interpretation (interpretative mapping) of a formula A or class of formulae A\* under which A, or every formula of the class A\*, is true. That is, it is a valid interpretative mapping. Because it is valid, it is an actual property of the thing modeled. Just as Mark can construct a verbal model of himself which factually represents his actual properties (“The person named Mark corresponds to the formal entity ‘a software engineer who is also a religious, theistic, Reconstructionist Jew’”), he can start with the model and then apply it to himself as a compound property: “Mark IS a software engineer AND a religious, theistic, Reconstructionist Jew.” The model reflects one or more actual properties displayed by Mark.

Mark: ”It’s part of why you try to talk about “syntax” in your model in a way that doesn’t make any sense to people who know what syntax means in math and logic. Because you muddle important distinctions. Syntax and semantics are very different things in a mathematical model. But if you insist that the mathematical model is indistinguishable from the thing that it models… then the syntax of an object is the object, the semantics of an object are the object, and therefore the syntax and semantics of the object are exactly the same thing – because they both are the object.”

Error: In logic, “syntax” describes the intrinsic structure of formulae and systems thereof, while ”semantics” additionally accounts for the meaning, interpretation, or descriptive content of formulae. Essentially, the syntax-semantics distinction is as simple as the form-content distinction on which it is based. I've made it very clear in my writings that by "syntax", which I naturally define with respect to SCSPL, I mean “the formal (structural and grammatical) invariants of SCSPL”. By using a functional definition of syntax, one can avoid the necessity of enumerating its specific ingredients (functional definition is definition in terms of function; one specifies the definiendum in terms of its functionality in the overall system in which it exists, independently of content, at any desired level of generality).

Not, mind you, that I can’t enumerate the ingredients of SCSPL syntax at least in part, or that I haven’t actually done so. But a full extensional definition is not necessary for the purposes of this essay. Mark clearly has no business taking exception to my usage, as the CTMU is not his theory, but mine. If Mark wants to use his own preferred definition of syntax (and I can only imagine what that might be, if not the typographical structure of a programming language), then Mark needs to write his own theory.

There is one little respect in which Mark is right, however: the CTMU does indeed couple syntax and semantics in a new and profoundly different way, and has done so for the last couple of decades or more. Perhaps someday, Mark will come to understand what this means. But for now, it is 100% certain, by his own admission, that he does not.

Mark: “As I’ve frequently said on this blog: the worst math is no math. And that’s a pretty good description of your writing. There are lots of mathematical words, but they’re used in ways that just make no sense. They look impressive, but when you try to burrow down to get to their meaning, they don’t make sense. They muddle together fundamental concepts in nonsensical ways; they blur the distinctions between things that are necessarily distinct.”

Error 1: When Mark says that the mathematical words I use "do not make sense", he again oversteps his bounds. The most he is actually entitled to say is that they do not make sense \*to him\*. We have now ascertained that the reason for this is Mark’s severe incomprehension regarding my usage of certain terms, and in some cases, regarding their conventional meanings as well.

Error 2: Mark should not keep assuming that there is "no math" underlying the CTMU and my various descriptions of it, especially after he has been caught making errors of mathematical comprehension in connection with it. As Mark observes, there is plenty of mathematical terminology in this essay, and it has indeed been correctly and relevantly employed. Like it or not, that’s mathematical content. The most Mark can say is that he disputes this content, dismisses it as irrelevant or inconsequential, or doesn’t understand it (which, in any case, we already know beyond any shadow of doubt).

Error 3: Mark says that my essay blurs the distinction between certain fundamental concepts. In the present context, one may assume that he has two specific distinctions in mind: model | universe and syntax | semantics. But as we have already seen, it is Mark who does not understand these distinctions, at least in the context of the work he is criticizing.

Mark :"Worse, even if you ignore much of the muddled reasoning, you still can’t make this stuff work. If you actually take the word salad and try to render it as math, what you get is something very much like naive set theory. Unfortunately, naive set theory doesn’t work: it’s inconsistent. And your system, which by definition embeds itself, necessarily includes all of the inconsistencies of naive set theory."

Error 1: Again, Mark is attempting to impute the muddled character of his own mental state to the reasoning in my essay. This is evaluative incompetency plain and simple (see the value and competency criteria enumerated above). In view of his personal befuddlement, it is simply impossible for him to say whether or not the CTMU can “work”.

Error 2: Again, while I am employing the basic “set” concept in my reasoning, I am not employing “naïve set theory”. Nor am I employing any more advanced version of set theory; such versions improve on naïve set theory only by adjoining extra distinctions and restrictions that do nothing to expand the expressive capacity of the “set” concept, or any other concept general enough to suffice as an ultimate reductive entity.

Mark: “Of course, you won’t actually address any of these problems. You’ll just wave your hands around and insult me some more.”

Comment: It is not my responsibility to solve problems which are functions of Mark’s personal incomprehension rather than anything actually relevant to my work. And my goal here has not been to “insult” Mark, but merely to get to the bottom of his incomprehension and establish that he has no business flinging insults like “crank” around when he clearly doesn’t understand who or what he’s attacking.

Mark: “I remain uncertain of just how it is that doing that somehow defends the validity of your theory, but that’s probably just because I’m not as smart as you.”

I have not considered whether I’m “smarter than” Mark or vice versa. That’s because such a judgment would detract from the content of the discussion. Even though I do find him deficient in the kind of knowledge he’d actually need to properly read my work, I actually think he’s probably pretty smart, all considered. I just think that he’s verbally incontinent and incompetent as an evaluator of my work.

Bottom line: Philosophically and mathematically speaking, Mark is what one would call a “hardcore dualist”. This is because he makes a hard and uncompromising distinction between form (e.g., “set”; “model”) and content (e.g., “universe”). As we have seen, Mark cannot possibly justify this form of dualism, as it has the effect of separating the universe from the structural properties in terms of which we scientifically identify it and reason about it at any stage and on any level.

Mark is obviously a decent computer programmer; this is implied by the fact that he’s a senior software engineer for Google. But just as obviously, he is neither a mathematician nor a philosopher. Writing good code is not easy, and Mark deserves respect for his evident ability to do it. But he should either stow the “math” blog, or trim his sails and try to stay closer to home. He is simply not up to going toe-to-toe with all of those on whom he targets his uncontrollable resentment.

Regarding Mark’s commentators, thanks for your participation. Some of you have offered, amidst the noise, what almost seems to be intended as constructive and well-meant advice. To the extent that this is actually the case, your efforts are appreciated. I would merely advise you not to leap so readily to what seem to be your highly standardized conclusions regarding me, my level of knowledge, and the originality and profundity of my writing, lest you end up disappointed and embarrassed as a result.

If I pop in here again, it will be strictly as an undeserved favor. Good day to all of you.

**Comment #4:**

Mark, when I look at your writing, it’s like trying to decode gibberish.

I’m not just saying that; I really mean it. You claim you can’t understand a word I write, but for me it’s the other way around. I’ve already tried repeatedly to tell you, your ditto-heads, and other commentators in plain English that my essay nowhere relies on naïve set theory, and in fact can be construed as a condemnation of naïve set theory for philosophical purposes. Yet here you go again, behaving as though I said the exact opposite. Your only possible justifications are (1) that I’m lying about not using naïve set theory; or (2) that I’m so asleep that I don’t know when I’m relying on naïve set theory and when I’m not. But to my way of looking at it, both of those claims are absurd. I feel like I walked into a seedy diner and ordered the “fresh garden salad” only to have the proprietor hand me a day-old corn dog with a couple of bites missing and a check that reads “1 salad plus tax (no credit).”

In fact, I’m reminded of a sad old joke. Somewhere in the Deep South of yore, a bus containing a Black gospel choir was on its way to a revival. Suddenly, a car stopped on the shoulder of the road pulled out directly in front of the bus. Panicked, the driver cranked the wheel as hard as he could, veering directly into the path of an oncoming semi. Unable to stop, the fast-moving semi ripped open the midsection of the bus, strewing the highway with dead or injured passengers, some moaning in pain. A minute or two later, an archetypal redneck and his woman drove up in a pickup truck. Seeing the carnage, the hillbilly stopped, got out of the truck, and sauntered among the bodies for a minute or two. Then he returned to the pickup, and without saying a word, resumed driving in the same direction as before. “But Billy-Bob,” said his incredulous damsel, “ain’t summa them people still alive?” The redneck snorted contemptuously and used his teeth to pop open a can of beer. “Wayull, Lurleen,” he drawled after a long and satisfying gulp, “some of ‘em \*SAYud\* they was. But you know how them @#$$%&s lie!” (Ring a bell?)

On a more serious note, I think I know what your problem is. As soon as I mentioned the words “self-including set” in the essay, a little warning buzzer went off in your head. What you should have said to yourself at that point was “He’s right – if the universe is a set, and if the universe actually implements self-inclusion in any way – after all, he has explicitly stated that when it comes to the universe, there’s ultimately nothing external to contain it or serve as a medium or background for it - then really what we’d have is something at least reminiscent of a self-inclusive set. But since that’s a violation of logic associated with naïve set theory, which everyone knows doesn’t work, this guy must be trying to describe, or at least pointing in the general direction of, a new way of eliminating the contradiction. So maybe I’d better try a little harder to get the message. Even if I can't quite get it right, at least I won't be guilty of getting it all wrong.”

Instead, what you evidently said to yourself was more like this: “Oh man, this fool is absolutely out to lunch! ‘Self-including set’ indeed – when I get done with him, this crank is going to be sorry he ever dared to open his mouth! No doubt about it - he’ll rue the day he ever heard the glorious name of Mark Chu-Carroll (which probably hasn’t happened yet, but thanks to my thousands of hits and my faithful legion of anti-crank warriors, soon will)! Why, with my superior math skills, this guy and everyone like him is totally at my mercy, cannon fodder for my unbelievably excellent anti-crank blog! Good Math (my opinion) trumps Bad Math (any conflicting opinion) every time, so everybody better hunker down and get ready for some more of that trademark supercilious Chu-Carroll wit! Oh, joy - life is fine when you’re a crank-fighting internet hero like me, myself, and I!!”

While you might see the latter self-dialogue as a bit over the top, your subsequent behavior shows that it accurately reflects your basic attitude. And whether or not you’re capable of recognizing it, this makes you incompetent to evaluate the essay you’ve been trying to evaluate, to the extent that at this point, I no longer think that you (and some of your fans) are capable of understanding anything that I say on the subject, mathematical or otherwise. So why not do yourself a favor, stop giving yourself so much undeserved credit as an all-purpose authority on all things mathematical, and learn to withhold judgment on that which you don’t understand? You’ll probably live a longer and happier life if you do.

Just a piece of friendly advice to someone who seems desperately in need of it.

**Comment #5:**

I'm actually too busy for this right now, but I see that given the apparent harshness of my first response in this thread - the primary purpose of which was to provide simple criteria by which conceptual value and evaluative competence can be objectively rated - a little background might be in order.

1. Mark originally critiqued my essay in February, 2008 at ScienceBlogs.

2. Just a week or two ago, somebody brought Mark's critique to my attention. Here’s the link provided in that email:

<http://scienceblogs.com/goodmath/2008/02/two_for_one_crackpot_physics_a.php>

3. Noting that Mark had titled his critique in an extremely deprecating manner, I thought it advisable to respond. However, I found that because Mark had moved his blog to Scientopia, it would be impossible to enter a response at ScienceBlogs. Therefore, I proceeded to the analogous entry at Mark's new blog site. Here's that link:

<http://scientopia.org/blogs/goodmath/2008/02/21/two-for-one-crackpot-physics-and-crackpot-set-theory/>

4. I entered what I thought, under the circumstances, was a friendly and moderately informative response. I’m sure that my impatience was evident, but bear in mind that I had just discovered that Mark had been insulting me and my work with impunity for the last several years.

5. Mark responded in a highly aggressive and insulting way. So I entered another comment to make sure that everyone understood the problem. I hoped that this would be the end of the matter.

6. Unfortunately, it was not the end of the matter. Mark moved a slightly updated version of his critique to the current front page of his blog, under an arguably even more insulting heading, in an apparent effort to teach me the following lesson:

"Hey @#$%&, you don't mess with Mark Chu-Carroll, except at your peril!"

(The wording is my own; I'm merely trying to approximate what seemed to be the message that Mark was sending by renewing his critique under the heading he chose.)

If one thinks about it a little, this may at least begin to explain the harshness of my tone. While I understand that some people might find my language excessive, I’m afraid I can’t agree. In fact, I think that my language has been quite controlled under the circumstances.

Thanks for your attention.

**Comment #6:**

There seems to be a little confusion here. The poster "Anonymous" is not me, and has not been authorized to speak for me. He is proceeding on his own initiative, using his own understanding of the theory, in which he has not been coached or personally instructed by me. (Of course, he is free to do what he has chosen to do. But thus far, he has not handled this discussion quite as I would have handled it.)

This forum belongs to Mark Chu-Carroll, and because Mark is forthrightly using his real name attached to his real credentials, his name and reputation are on the line (which is exactly as it should be). Almost without exception, the rest of you are trying to argue without answerability, and unsurprisingly, your argumentation is shoddy. In fact, most of it is so bad that it would be a complete waste of time for me to address it at all. I'm simply too busy for that.

If you insist on having me address any particular point you have made in even a cursory fashion, you need to have Mark clean it up for you and present it as a formal objection along with his personal endorsement. (None of this is negotiable; this way, Mark will pay the price for upholding whatever nonsense I'm forced to spend my valuable time dismantling.)

Alternatively, if you actually claim any qualifications in this field, you can provide such information as will allow you and your home institution to be unequivocally identified and thoroughly checked out by all concerned. That way, you and your institution can pick up the tab instead of Mark. (If you have no reputation or credentials and affiliations in this particular field, then please don't bother providing any information about yourself - if I put my own reputation at risk by arguing with you, then you must have one to put at risk as well, or no go. In situations like this one, such reciprocity is only fair.)

Thanks for your attention, and have a nice day.

**Comment #7:**

What a surprise - another rare appearance by the one and only Mark Chu-Carroll. Unfortunately, it almost seems to have been instigated by someone who misleadingly assured Mark that he could win a serious argument with me on the topic of my own work when in fact, that’s quite out of the question.

Having already caught Mark in several glaring instances of mathematical incomprehension (see above), I suspect that the more technical my explanations, the deeper and more petulant his incomprehension will become, and the more impudent and unintelligible his retorts will be. So I'll try to keep my responses as simple as possible, albeit with the sad expectation that Mark won’t understand a word of them anyway.

This is a long reply. There are two reasons for that. First, Mark is being characteristically dense and thus forcing me to be repetitive. Secondly, as I remarked above, he generates errors faster than he writes – it seems like a paradox, but Mark is one of a kind - and he usually racks up more of them than Kellogg’s has corn flakes. (We’re talking about silly failures of linguistic and/or mathematical comprehension that most intelligent high school students would have the sense to avoid.) In fact, if this drags on, I’ll have no choice but to save time by concentrating less on being informative, and more on the specific personality issues which would seem to account for the fact that Mark is so very, very hard to inform.

Or maybe just ignore him.

Mark: “How do you define ‘profound’?”

I can't speak for anyone else, but "profound" usually means something like "leading to important or at least meaningful and far-reaching consequences or insights". Thus, the recognition of profundity is strongly dependent on the capacity of any given reader to recognize meaning and importance when he sees them. Where this capacity is low, profundity is wasted. It increasingly appears that Mark is a person on whom profundity may be wasted. (But here we go again.)

Mark: “It's a ‘theory’ [that] can't be tested, makes no predictions, and answers no meaningful questions. By an actual scientific definition of theory, it isn't even a theory.”

Error 1: There are many kinds of theory. Only some of them are "scientific" in the sense that they take the scientific method as an implicit meta-axiom (a higher-level axiom proscribing the recognition of empirical axioms, or axioms with empirical force). This is a severe theoretical liability; scientific theories are confined by definition to scientific methodology, which, as currently understood, prohibits them not only from being verified in the logical sense, but from exploring the nature and strength of their own connections to their universes, which precludes any form of what we might call “self-verification”. If and when Mark familiarizes himself a bit more with the logical side of model theory and its proper application to the content and methodology of science, perhaps he’ll be able to comment on the subject a bit more fruitfully.

Error 2: Just as there are different kinds of theory, there are different kinds and levels of verification. Making and testing predictions is arguably the only way to empirically confirm a scientific theory ... but not all theories are empirical, and scientific theories are not the only theories with empirical content. Theories can be formal or informal, mathematical (axiomatic) or scientific (in which case they are still at least partially mathematical), and if scientific, then descriptive, explanatory, or predictive in character. An explanatory theory can give a superficial explanation of its empirical content, or it can penetrate deeply enough into its subject matter to resolve associated paradoxes on the syntactic or semantic level (a powerful source of veracity in itself). It can even extend the interpretative framework to self-verificative effect, as does the CTMU (unfortunately, this is probably well over the head of most readers of this forum – exceptions are allowed, but improbable).

Error 3: The CTMU is not a mere "scientific” theory. Philosophically, that's a good thing, because no scientific theory that does more than catalogue data can be validated by any means whatsoever, including empirical testing. At best, empirical testing yields only an imperfect “degree of confirmation”, and is subject to several kinds of inductive and interpretative ambiguity.

Although the appropriate testing procedure is not the same for a theory like the CTMU as it is for an ordinary scientific theory, the CTMU can in fact be tested. First, it can be tested for logical and semantic consistency by examining it for errors or internal contradictions. Unfortunately, one would need to understand it in order to do that, and the vast majority of its critics (including Mark) do not. Or one could try to test the theory by debating it, as Mark seems bent on doing. But thus far, he has not been debating the theory I wrote. He has instead been debating against another theory entirely, a straw-man theory which he \*claims\* that I wrote, but which I find completely unrecognizable ... as unrecognizable as he apparently finds the theory I actually wrote.

Of course, the fact that the CTMU is not strictly scientific, i.e. dependent on the scientific method for confirmation, does not in principle stop it from yielding predictions or explanations of empirical phenomena. But using it for such purposes is a bit tricky, not least because many of its predictions and explanations may be unrecognizable as such to a philosophically naïve, quasi-religious neo-Darwinian apologist like Mark sometimes appears to be.

Error 4: As errors 1-3 amply confirm, Mark is again indulging in what has now been revealed as a most unbecoming habit: mistaking his personal incomprehension for an actual property of someone else's theory. This is obviously something that he should try harder to control. Much harder.

Mark: “Seriously... CTMU is nothing but an elaborate word-game.”

Probable error: If Mark is using "word game" to mean "a verbal contest regarding matters of fact," then he is correct. But if he's using the term to mean "words chosen merely to create the illusion of victory in some basically meaningless, content-free debate or other communicative process," which is probably what he’s doing, then he is mistaken. (I’m just trying to do the right thing, and stop Mark from hysterically misleading others regarding my ideas out of sheer ignorance and resentment.)

Mark: “Just look at Chris's bullshit about sets and set theory. He bobs and weaves, but completely avoids defining what he means by the word set.”

Error: In fact, I explicitly agreed with Wikipedia's definition of "set". Mark evidently disagrees with that definition. The burden is now on Mark to explain why it is wrong, why the universe fails to instantiate it, or failing that, why it automatically implies reliance on some specific brand of set theory that Mark loves to hate.

Mark: "It's \*not\* sets from Cantor's naive set theory. It's \*not\* sets as defined in NBG. It's not sets as defined in ZF.”

Error: Ruling out these versions of set theory is pointless, because my usage of "set" is indifferent to any standard version of set theory. When Mark insists on shackling this definition to his least-favorite version, he renders the concept foundationally irrelevant, necessitating its replacement by a more basic and flexible kind of mathematical object and language.

Mark: “In fact, he gets annoyed when you talk about set theory because, he insists, he's talking about \*sets\*, not \*set theory\*.”

Mirabile dictu, a point of agreement! (Of course, we differ on its significance.)

Mark: ”That's an amazingly ridiculous thing to say from someone who claims to be discussing a scientific theory.”

Error: I do not claim to be discussing a “scientific theory". If I were to make such a claim regarding the CTMU, it would imply an extended definition of science achieved by eliminating the dualistic brick wall that sits between theory and observation in the standard formulation of the scientific method (something which people who sound like Mark typically have no idea how to do, and which they often assume to be impossible). Again, this in no way implies that the CTMU is devoid of empirical content. Its empirical content necessarily includes the entire perceptual universe, as does that of logic.

Mark: “Set theory is nothing but a very precise way of defining what we \*mean\* by the word set.”

Another point of agreement. Mark, in specifying "naive set theory" as the core ingredient of his personal erroneous interpretation of my essay, has been very clear that this is what \*he\* means that he thinks \*I\* mean when I use the word "set". But that's yesterday's news.

Error: Unfortunately, Mark's personal interpretation of my interpretation of concepts like "set", "set theory", and "the relationship between set theory and the general definition of a set" is out to lunch … a six- or seven-martini lunch, to push the idiom. As explained above, I'm using the term "set" in a very general way ... the way that, e.g., Wikipedia uses it. If Mark doesn't like this definition, then he needs to explain why it is inadequate for my purposes even when I'm not relying on it in my essay, and why I need to settle for one standard version of set theory or another even while explicitly rejecting set theory as an exclusive basis for the CTMU.

One almost gets the impression that in declaring the “set” concept meaningless except in conjunction with some standard version of set theory, Mark would also declare the “quantum gravity” concept meaningless except in conjunction with some existing and probably mistaken theory of quantum gravity. If Mark were to have his way, scientists would be unable to meaningfully address such unexplained phenomena without first adopting whatever half-baked theory might already exist regarding them (which itself can only have been formed in violation of that rule). It’s a catch-22, a conflation of definition and theorization that would stop science dead in its tracks.

Like so many of Mark’s ill-conceived and ill-informed opinions, it makes absolutely no sense (except in certain highly restricted formal contexts, none of which are presently operative).

Mark: “Chris rejects any attempt to provide a precise definition of ‘set’.”

Error: Wrong again. I explicitly deferred to Wikipedia's definition of "set", which, though general, is admirably precise in its generality. Again, if Mark doesn't like this definition, then he needs to explain why it's so awful, and why I should be concerned that he doesn't understand that I'm not relying on it (except to observe, as I did in my essay, that to the extent that the universe is a set, it is seemingly vulnerable to certain paradoxes associated with sets, and therefore in need of a foundational theory capable of resolving those paradoxes on a level deeper than conventional set theory allows).

Mark: “Why would he do that? Because his theory is transparent nonsense.”

Error: Mark has already been repeatedly called on the carpet for inserting his own hare-brained speculations in place of the actual meaning of certain material which he absurdly pretends to have read. That carpet has just gone from threadbare to ratty. If it gets any thinner, it too will be “transparent”.

Mark: “But by refusing to define one of the fundamental base terms that he uses, he can weasel out of any actual criticism of the shoddy logic in his theory.”

Error: But I did define "set". (See how Mark is obstinately forcing me to repeat myself?) I defined it just the way it is defined by Wikipedia and its reputed mathematical experts, i.e., the mathematically trained subset of Wikipedia editors allegedly involved in editing and re-editing its mathematical articles. Perhaps Mark should explain his beef with them.

If Mark doesn’t like Wikipedia anymore, then here’s how “set” was defined by Georg Cantor: “A set is a gathering together into a whole of definite, distinct objects of our perception and of our thought - which are called elements of the set.” (This is in Wikipedia too.) Note that Cantor, once having rendered this general theory-independent definition based on perception and cognition, was no longer in a position to insist that his own “naive” version of set theory be shoehorned into it. This theoretic independence is what protected the general definition from being completely discarded when certain aspects of his personal theory about it came under attack.

Need sets always be “well-defined”, and does this always imply embedment in some formalization of set theory? Obviously, a set should be well-defined in precisely the sense given by Cantor, as this is enough to render it perceptible or intelligible. Once this criterion has been met, however, any particular version of set theory is beside the point; the notion that one must be attached is merely an arbitrary formal criterion that has nothing immediate to do with the percept or concept in question. The point of proving a set to be “well-defined” is to establish the possibility of its existence; when something is perceived as a set, or mathematically conceived as an image or generalization of a perceived set, its existence is clearly given by perception and need not be formally established. That’s a very good thing, because there are several versions of set theory available, some of them self-consistent, and any given one of them may or may not be suitable for particular scientific or philosophical purposes. My purposes, for example.

As it happens (and not by accident), consistent versions of set theory can be interpreted in SCSPL. The problem is, SCSPL can’t be mapped into any standard version of set theory without omitting essential ingredients, and that’s unacceptable. This is why the CTMU cannot endorse any standard set theory as a foundational language. But does this stop the universe from being a set? Not if it is either perceptible or intelligible in the sense of Cantor’s definition. One thing’s for sure: if it is neither, then it is theoretically unidentifiable. And in that case, Mark is wasting not only his own time, but everybody’s time, by going around and around about it like a tape loop of a broken record in an echo chamber.

Mark: “Consider the recent discussions here of this. Is the universe a set?”

Yes. As I've already stated, the universe fulfills the general definition of "set" in numerous ways, and this indeed makes it a set (among other things with additional structure). Otherwise, its objects could not be discerned, or distinguished from other objects, or counted, or ordered, or acquired and acted on by any function of any kind, including the functions that give them properties through which they can be identified, discussed, and scientifically investigated. If something is “not a set”, then it can’t even be represented by a theoretical variable or constant (which is itself a set), in which case Mark has no business theorizing about it or even waving his arms and mindlessly perseverating about it.

Does this mean that a set is all that the universe is? Of course not, although one would never know it from Mark’s interminable fussing and fuming.

Mark: “Does the superset of the universe really exist?”

Yes, provided that Mark means “power set”. It exists in SCSPL syntax, which itself exists by logical necessity. One can’t even conceive of logic without applying a distributed “power-set template” to its symbols and expressions, and such templates clearly perform a syntactic function. However, because Mark evidently has a definition for "syntax" which differs from my own (and perhaps from most other peoples’ as well), but which must nevertheless be interpreted in a way appropriate to the specific theory under consideration, namely my theory and not Mark’s, and because Mark probably defines "existence" in a shallow and materialistic way that he hasn’t really thought out very well, he doesn't understand what this means.

Mark: “Is the superset of the universe part of the universe?“

Provided that the "superset" in question is the power set, the short answer is yes. More accurately, the power set is a distributed \*aspect\* of the universe by virtue of which objects and sets of objects are relationally connected to each other in the assignment and discrimination of attributes (the intensions of sets). Without it, the universe would not be identifiable, even to itself; its own functions could not acquire and distinguish their arguments. In fact, considered as an attributive component of identification taking a set as input and yielding a higher-order relational potential as output, it is reflexive and “inductively idempotent”; the power set is itself a set, and applied to itself, yields another (higher-order) power set, which is again a set, and so on up the ladder.

Of course, even the perceptual stratum of the universe is not totally perceptible from any local vantage. The universe, its subsets, and the perceptible connections among those subsets can be perceived only out to the cosmic horizon, and even then, our observations fail to resolve most of its smaller subsets (parts, aggregates, power-set constituents). But a distributed logical structure including the power set can still be inferred as an abstract but necessary extension of the perceptual universe which is essential to identification operations including that of perception itself.

The scientific import is obvious. Where the universe is defined, for scientific purposes, to contain the entire set of past and future observational and experimental data, plus all that may be inferred as requirements of perception, its power set is integral to it as a condition of its perception and scientific analysis, not to mention its intrinsic self-differentiation and coherence. Without its power set, its parts or subsets would be intrinsically indiscernible and indistinguishable, which would of course amount to an oxymoron; “parts” are distinguishable by definition, and therefore constitute a set with the discrete topology construed by relevance (any reference to which naturally invokes the power set) and the indiscrete topology construed by veracity (inclusion-exclusion). Without the power set function and its stratified relational potential, one not only can’t say what the parts and their mutual relationships are, one can’t even say what they’re \*not\* … and as any parts not relevant to the others are not “parts” as advertised, even referring to them generates contradictions and must therefore be avoided.

Mark: “Those questions \*can't\* be answered without actually defining set in a precise way. (For example, in NBG theory, the collection of subsets of an infinite set isn't a set, so the ‘superset’ doesn't exist.)”

Error: What utter nonsense. Aside from the fact that NBG avoids supersets by the largely (but not entirely) semantical device of redefining certain sets as “classes”, one can simply move the entire discussion onto a new foundation, i.e., into a new foundational language, and explain how the set concept should be interpreted within it. The foundation I'm talking about is not NBG, or ZF, or naive set theory, but the CTMU and SCSPL. For the hundredth time, sets can be interpreted therein as collections of discernable, distinguishable objects and events (just as Cantor defines them), or if one prefers, as functions and functional arguments whose more involved properties are developed not in set theory, but in (you guessed it) SCSPL. That way, set-theoretic paradoxes, e.g. the power set paradox, can be precluded or resolved with (you guessed it again) SCSPL mechanisms instead of the mechanisms of any standard, foundationally inadequate version of set theory.

Until Mark comes to grips with this fact and desists in his asinine attempts to tell the author of the CTMU (me) what the CTMU says, his understanding of it will remain stunted. As everyone is by now aware, the more blighted and pathetic Mark’s (mis-)understanding of something, the stronger and more irresistible his compulsion to “spread the wealth” by adopting a deceptive tone of authority and brazenly misleading others to the effect that it somehow equates to his own confusion regarding it, when in fact, he has merely attempted to tie his personal confusion around its neck like a squawking, flapping, hyper-opinionated albatross. It is obvious to all but the most deluded of his partisans that this is a brand of folly in which he should not be encouraged, and that those who do so anyway are beneath contempt.

Now for a little sermon containing some useful advice for Mark and others who think the way he does. Mark is seemingly a reasonably intelligent person who appears to be interested in learning some math, but he has what amounts to a personality-driven learning disability: instead of taking the time to properly absorb some new bit of math he has found, he rushes to post it on his blog, complete with technical errors and errors of comprehension. Then he moves on to the next tantalizing bit of math and the next blog post. The unfortunate result is that he never properly absorbs and integrates what he thinks he is “learning”. Thus, when he encounters a paper (like my essay) which seems to involve some of the math he has supposedly “learned”, but which he doesn’t really understand at all, he blindly leaps to the conclusion that his confusion cannot possibly be due to any fault of his own. After all, having briefly lit upon that kind of math and then fluttered away like a fickle, flighty mathematical butterfly to visit another, he fancies himself an expert on it (as opposed to, say, a dabbler or a dilettante). So naturally, it’s not Mark who’s in a fog; it must be the other guy! And that makes the other guy irresistible cannon fodder for yet another entertaining salvo from the big guns of the most fearsome rubber-band-powered anti-crank destroyer in the blogosphere, the USS Good Math, Bad Math!

By thinking and behaving in this silly way, Mark encourages some of his commentators to assume that they are able to see technical problems with my work that I can’t see. This is almost always a mistake. I do in fact see the full range of what might be construed as technical problems with my work, but differ from my critics in that I usually see their solutions as well. Because the solutions are obvious to me, the problems begin to unravel before they can take up lodging in my theory, sparing me the trouble of noting their putative existence and agonizing over them and engaging in the kind of masochistic publish-or-perish tail-chasing that they inspire in academics (and others) who don’t really understand them. After all, academics write about problems not only to offer definitive solutions for them, but to explore gaps in their own comprehension. Unfortunately, the precious, carefully cultivated orchids of academia often forget in the course of their well-referenced but ultimately omphaloskeptical self-explorations that they very much belong to an intellectual closed shop, and that their own cognitive gaps preclude definitive judgments on the cognitive adequacy of the weeds that grow wild and free beyond the sheltering walls of their ivory tower hothouses.

When Mark or one of his commentators summarily accuses me of ignorance or carelessness for appearing to ignore such “problems” in some piece of writing he has bumped into, thus prompting him to blow his top like Krakatau and do his trademark hotdog dance for the tourists, he does not merely seem to be trying to pass himself off as my intellectual equal. That alone wouldn’t bother me; I usually have no problem with assumptions of intellectual parity as long as people remain polite. Rather, Mark appears to be trying to pass himself off as my intellectual superior ... and believe it or not, I don’t have to let him get away with that if I’d rather make an issue of it.

In other words, if you are one of those who has been encouraging Mark in his folly, you are doing him a disservice. If you’re really his friend, then why not allow him to come to his senses, drop the pretense, hypocrisy, and incorrigible buffoonery, and spare himself the humiliation of being made to look less knowledgeable or intelligent than he obviously thinks he is? After all, if Mark learns to show a little respect, then others are more likely to return it. On the other hand, if he continues to pop off because a few diehard sycophants appear willing to cover for him and get his back even when the springs and cogs and gear oil spray out of his ears, then there’s always a risk that sooner or later, at a time to be determined by fate (and/or me), he’ll learn the unpleasant taste of crow. Raw crow, with the feathers and the mites.

To the few of you who seem to understand what’s actually going on, thanks for hanging in there. But again, you should probably try not to assume that you see technical issues with my theory that I don’t see, e.g. the problem of induction and the relevance of Gödel’s theorems. The CTMU contains ample allowance for both.

I recall putting a few pieces online in which the problem of induction and Godel’s theorem are mentioned. For example, regarding the latter, one piece was called “The Theory of Theories” and written in an easy, breezy style; the other was called “Self-Reference and Computational Complexity” (2001) and contained more mathematical detail. Unfortunately, it doesn’t seem to be available any more. As I recall, it began with an explanation of self-reference and diagonalization in the Liar Paradox, introduced the theory of metalanguages, applied these concepts to Gödel’s proof of the undecidability theorem, moved on to computation theory and Turing’s work on incomputability re the Halting Problem, sketched a comparison between the diagonalization techniques involved in undecidability and incomputability, introduced computational tractability with attention to oracles and relativization, and finished off by discussing the analogue of linguistic self-reference in Boolean circuits with respect to their prospective application to P?NP. The CTMU wasn’t mentioned, but bear in mind that the CTMU is a self-referential system to which the basic principles of self-reference apply.

That paper was online for years. It’s probably languishing on a storage drive somewhere; if I find it, maybe I’ll slap it back up. Meanwhile, please rest assured that I’m aware of most if not all of the major technical issues bearing on my work.

**Comment #8:**

Mark: “The reason that I've focused on the set/set theory thing is simple. If the basis of an argument is based on undefined, inconsistent, and/or invalid terms, the entire argument is undefined, inconsistent and/or invalid.”

Not if the reason they're "undefined" is that you, Mark Chu-Carroll, refuse to accept their definitions as given, and then refuse to explain why you're refusing to accept their definitions as given.

Mark: “In the case of sets, sets are a simple basic concept that can, very easily, become inconsistent. That's the whole point of set theory. Set theory is a system that produces a definition of sets that doesn't devolve into inconsistency.”

So then let's have a look at some of these inconsistencies. Carefully write an essay on them - the specific ones, not just the ones at which you've been frantically waving your arms – and post it on your site. If it’s good enough, maybe I’ll respond.

As I've remarked above, the formal well-definition of sets is unnecessary regarding sets that are directly perceived. Otherwise, the last time you perceived a set, you should have refused to follow through with the perception until the set announced that it had duly embedded itself in some consistent version of set theory.

Did you insist on that? (Why, sure you did!)

Mark: “The definition of set that you focus on, from wikipedia is, ultimately, the definition of sets from naive set theory. You can bitch and moan, bob and weave, whine and complain all you want - but if you use the naive set theory definition of sets, then your argument is built on naive set theory.”

You really don't have a clue, do you, Mark? Cantor's definition of "set" is not explicitly parameterized by Cantor's "naive" version of set theory. The theory is not a definiens of the definition; the definition has explicit definientia, namely, the well-established and patently consistent operations of discerning its elements and gathering them together. You're simply asserting otherwise without adequately explaining yourself.

Mark: “And naive set theory is inconsistent, and thus invalid.”

That's why I don't use it. As explained, over and over again.

Mark: “Your ‘theory’ starts with an argument about whether or not the universe is a set, and derive supposedly deep and profound conclusions from that argument. But you're argument is clearly based on a definition of ‘set’ that isn't valid.”

No, it isn't. Stop trying to tell the authors of the theories you criticize what they meant when they wrote their theories. It's ridiculous.

Mark: ”You cannot derive a valid argument from an invalid foundation. And all of your pointless verbiage doesn't change that. If you want to use sets in your argument, you need to use a definition of sets that isn't invalid. If you're not willing to do that, then your theory is nothing but an exercise in intellectual masturbation.”

So is this dialogue, as long as you refuse to pluck the scales from your eyes and open your mind a little.

You can’t BS your way out of the pickle you’ve gotten yourself into here. You may as well lie down and play dead.

Stay down, Mark. Don't even try to get up.

**Comment #9:**

Just a couple of friendly observations.

First, I don’t fully trust bare external links posted on this site. I will probably neither click on them, nor paste them directly into a browser. To put it bluntly, I've had too many problems with the kind of person who tends to frequent this (skeptical / materialist-physicalist / "anti-pseudoscience" / "debunking" / atheistic or anti-religious) kind of forum, especially for the purpose of criticizing me or my work in the way that we’ve seen here. Too many such people, confused but nonetheless committed to their beliefs, turn out to be more trouble than direct communication with them could ever be worth.

More generally, although I try to make reasonable exceptions, I have a hard time regarding those who share what appears to be Mark's basic mindset as trustworthy by those who share anything resembling my own perspective. In fact, I regard them as lacking any firm basis for ethical understanding or behavior, something for which I have a sad abundance of experiential confirmation. (Of course, this is a statistical judgment which says nothing personal about Mark or anyone else.)

Secondly, it's a small world ... for some of us, at least. I'm familiar with Robert Pirsig's work because, at one time, we shared certain acquaintances. It’s something that I’ve heard enough about and even find interesting - Robert is clearly a very bright man - but which I find a bit too nebulous to be very useful to me. On the other hand, some of his ideas make a great deal of sense as far as they go, so please don't rush to the conclusion that I dismiss his philosophy. It's just that comparing it to the CTMU would be like comparing a Ford Model T to the Starship Enterprise. Any associated knowledge-transfer would be pretty much one-way, from me outward. Such a transfer will probably occur one of these days, but on my own terms and in my own good time.

To the extent that anyone’s interest in my work is sincere, I very much appreciate it. But please try to remember that when you read something I've written about it, you’re probably reading a highly simplified version from which much of the detail has been regretfully omitted. Why has it been omitted? Because most people, even those who claim to know some mathematics, would merely be distracted by it, are possibly incapable of understanding it (as we've seen), and/or would take it as something to be misleadingly attacked out of context.

With all due respect, those who assume that such detail does not exist, or believe that something I've said about the CTMU is invalidated by something they think they know, have another think coming. Praemonitus, praemunitus.

Good Day.

**Comment #10:**

Just in case there's any residual confusion...

I certainly don't want to offend those of anonymous or pseudonymous persuasion, but again, I don't usually respond to ad hominem criticism, no matter how well-seasoned with psychobabble and faux-mathematical punditry. Nor do I participate in fishing expeditions wherein straw men angle for red herring under the coercive supervision of ax-wielding, ax-grinding bellyachers. If you want to engage me (or anyone else worth engaging), you'll need to do much better. You'll also need to use your real names and include some verifiable autobiographical information with your nonsense...and even then, I'd better be impressed by what I read, or there will again be no response from me.

Igor - I hate to be rude, but I don't care about anyone's opinion of my intelligence. Having lived a relatively unsheltered life, I'm fine with having my intellect underestimated. I'm especially apathetic about informal Turing tests administered by college students and/or anonymous Internet gadflies on sites like this one. To put it mathematically, I estimate the mathematical expectation of interacting with people who express doubt regarding my intelligence as well under zero, that is, as negative. Obviously, any loss of negative utility is a winning proposition. So vaya con Dios, and no hard feelings.

For those who don't know anything about me, I live on a secluded ranch in the Midwest. I work the ranch myself. As I'm not a pampered ivory-tower academic with no comprehension of honest physical labor, I owe no one any favors, least of all academics, aspiring academics, academic clients, or academic groupies. Instead, I sometimes try to do favors for others, regardless of their academic backgrounds. The CTMU is one of those favors. If you don't want to read it, or suspect that it is faulty, then don't read it and don’t talk about it. My work is out there for those who wish to read it, not for those who don't. As far as I'm concerned, those who don't want to read it don't deserve it, and will ultimately regret their ignorance regarding it.

While we're on the topic of academia, I'm more than willing to concede that some professional academics are intelligent, well-motivated, and worthy of moderate respect. On the other hand, it’s quite well known that I’m not an admirer of academic bureaucracy. Lord knows, I've tried to accept academia as the serene and impartial temple of knowledge and intellectual excellence that it has always claimed to be, and dearly wish that I could do so in good conscience. But unfortunately, after a good deal of honest reflection, I find such claims to be hollow.

Most of the world's political con artists, high-level thieves, war criminals, scientific whores, and half-baked social engineers are academically trained and certified within an inch of their misbegotten lives as a condition of their "achievements". Given that academia is in the indoctrination business (among other businesses), it is only natural to associate their behavior with their training. It follows that at this point in history, academia causes at least as many problems as it solves. (Would I do away with it? Heavens, no. Would I try to return it to its former state of grace? Of course I would - it used to be better, and it could be better again.) Any intellectual metric critically relying on academic achievement, or any kind of "achievement" explicitly or implicitly requiring academic certification, is therefore unacceptable. Such metrics are confounded by far too much excess baggage to be useful.

Regarding academic journals, had I wanted to publish in one of them, I'd have tried to do so long ago. The fact of the matter is that because I don't fully trust academia at its present stage of quasi-corporate degeneracy, or for that matter the judgments of random academics, I don't fully trust academic journals. Consequently, I've never submitted a paper to such a journal. I've considered revising that policy of late, but it would have nothing to do with earning the grudging respect of academic snobs. Furthermore, if I were to do so, and some academic snob were to inform me that this has finally proven that I might have something vaguely worthwhile to say, I would immediately know that nothing worthwhile could possibly issue from the mouth or the mind of the snob in question.

There's a lesson here. Believe it or not, like it or not, learning and competency can sometimes be achieved for oneself. Given a certain threshold of intelligence and the will to learn, one does not always need academia for that purpose, at least where precautionary licensure or access to expensive training equipment is not legitimately required. The smartest academics of all time have left their material in the public domain, and nobody need plant an expensive and protracted kiss on the academic blarney stone to obtain access to it. Similarly, it has never been shown that academia is necessary in order to teach, invent, or discover. Virtually all major fields of science and philosophy originated with non-academics; indeed, even academia itself was originated by people who started their careers as non-academics.

I hope this sheds a bit of light on my personal views regarding some of the issues that have been raised here.

(Re the Lila Squad, perhaps I'll browse around a bit and check it out.)

Thanks.

**Comment #11:**

That’s a reasonable response, Igor.

Every now and then, I casually look around for an academic journal which shows some indication of not having been buried under a steaming pile of academic politics, orthodoxy, and networking. If I find one, perhaps I’ll feed something into the system on an experimental basis.

Of course, my expectations are minimal. The likely result, if one of my submissions were published in an academically-controlled periodical, would be something like this:

1. Some number of academics will read it, of whom a small fraction will be interested in it.

2. Those who are interested will suddenly recall that citing even the most talented amateur (academically uncertified author) is far riskier to one’s academic reputation than simply treating his insight as public property and integrating it into their own work without citation, a virtually risk-free proposition given that anyone without academic credentials is unprotected by academic privilege, beneath the radar of scholarly ethics, and in a pinch, easily written off as a case of “parallel discovery”.

3. Somewhere down the line, I will be taken to task for claiming “their” work as my own while lacking the educational credentials "obviously" necessary to have produced it.

In short, not only are academic journals not the open, universally accessible records of fair and impartial research that academia cracks them up to be, but for any non-academic, contributing to them is certainly risky and probably thankless.

As I say, I may try it anyway, just so I can point out that I was right all along. In any event, more detailed explanations of my work will be published even if I have to do it myself ... in which case the terms and the timing will be all my own.

Thanks for your perspective.

**Comment #12:**

Thanks for the kind words, Jeremy.

Aside from Mark, I doubt that any of the hostile or derisive commentators here have any credentials to speak of. That's why they're posting anonymously - they have no educational bona fides of the kind they'd like others to believe they have, and are afraid of being identified as pretentious know-nothings. That's also why nothing they say makes the least bit of sense. It can't be pinned on them, so they couldn’t care less whether or not it hangs together.

It may help to think of such people as pressurized vessels of anger and desperation who crave answers, but finding none, seek revenge upon the world for manifesting itself to them as a barren intellectual desert. Tortured souls trying to ease their inner pain, they have been so perfectly frustrated in their efforts that at any moment, they could rupture like distended gallbladders. (Having been told not to expect a response from me, this bunch apparently fabricated an unrecognizable effigy on which to lavish their excess bile.)

Now, Mark is another story entirely. Mark, who has a name, a life, and a job, needs to be more careful. This may explain why he’s finally gotten something right: I do indeed think that the CTMU is the best thing since the spoken word. Otherwise, I wouldn’t bother to defend it from people like Mark.

You know, I've always celebrated the presence of so many brilliant people out there. But at the same time, I’ve been dismayed by the fact that they're not usually the ones who are running things or doing most of the talking. Those tend to be moral imbeciles with (at best) danger-zone intelligence. Those in charge of society tend to be smarter than average, but not quite smart enough to recognize their own intellectual limitations and deflate their egos and job descriptions to scale. They tend to have other important qualifications like narcissism, ruthlessness, greed, deceptiveness, innate disregard for truth, limitless self-entitlement, and the burning desire to become “high achievers” (e.g., successful thieves and depots). It's really quite a waste.

But the smart ones are out there in force. Even if one isn't lucky enough to bump into them every day, the world is positively brimming with their more worthwhile productions, and the pages of intellectual history are replete with their inspirational examples. Nobody who understands this can deny the intelligence of mankind, even though much of it has been self-cancelling and subject to diversion, prostitution, or enslavement. Aside from academic closure and self-importance, this is largely why we see little mention of the CTMU from academic sources. Those academics smart enough to meaningfully criticize at it are, by definition, too smart to think they can succeed. Recognizing controversy when they smell it, they shy away from the heat and avoid rocking the academic boat, making not so much as a peep out of turn. Those who hate the CTMU are thus doomed to a tedious cycle of alternately griping about it and vainly hoping that it will go away.

I can assure everyone of that persuasion, including several of the above commentators, that the CTMU won't be going away. As time passes, it will almost certainly grow more conspicuous. But although its eventual ascendancy will be good news for humanity, it will be a problem for Mark. Recalling this thread, people will see that even after Mark was crushed like an overripe banana, he continued to triumphantly wag his fanny along with his pseudonymous amigos and mischaracterize the CTMU as a "delusion". On the strength of that damning revelation, Mark's score for intelligence and intellectual integrity will come in so low that he'd have to drain the oceans to read the dipstick. Poor Mark could find himself ridiculed, despised, washed up.

I would sincerely like to help Mark avoid this unenviable fate. You see, I don't (yet) think that Mark is stupid or evil, but merely a bit on the manic side. Thus, when he works himself into an uncontrollable pseudomathematical frenzy and takes wild pot shots at intellectual targets with his full-auto math-powered ray gun, he neglects to ascertain that he’s not at the focus of a bright spherical reflector … until it’s too late, and the odor of singed hair tells him that this is exactly where he has planted himself. Once he awakens to this smoldering realization, he’s too smoked up to recant and apologize.

Mark would be well-advised to review this thread until he comes to understand how he has actually fared in it. Then he should issue a public apology for his nasty, misleading thread titles and other assorted nonsense and repent with all his heart. Perhaps this will let him escape what will otherwise be his destiny, and avoid being cut adrift from the rest of humanity, and perhaps from his Maker, like a leaky, creaking old tub not worth the cost of salvage.

For Mark’s own sake, he should at least give it some serious thought.

**Comment #13:**

It appears that the confusion persists.

This site purports to be about mathematics. Mathematical knowledge is stratified; there is a crucial distinction to be made between low-level mathematical learning and mathematical understanding. Mastery of mathematical details is one thing; understanding and integrating the details across many structures and formalisms is quite another. One cannot call oneself a mathematician, or criticize other mathematicians, until one understands and mentally bridges the distinction. (Of course, insofar as true mathematical knowledge incorporates both detail and comprehension, distinguishing levels of mathematical knowledge can be a bit misleading; the phrase "low-level mathematical knowledge" is a bit oxymoronic, actually denoting the mere rote memorization of mathematical boilerplate and cookie-cutter applications and procedures.)

Because the CTMU is profoundly disturbing to atheists, and because platitudes and low-level mathematical minutiae can be parroted without benefit of real mathematical understanding, the CTMU sometimes attracts critics who temporarily succeed in passing themselves off as "mathematicians". They usually do this by regurgitating a disjointed assortment of mathematical details and generalisms which they perceive as undermining the CTMU and supporting their cases. After all, mathematical learning is easily simulated for a mathematically unsophisticated audience; one simply harvests a few weighty-sounding mathematical snippets and platitudes from the web and then anonymously parrots them for the rubes, winking, nodding, and smirking as they roll fluidly off the tongue.

But let’s get back to reality. To a competent reader – and in these parts, there are fewer of those than one might suppose - most CTMU critics resemble obnoxious schoolchildren on the rampage, popping off about this or that awful grownup in a way reminiscent of the movie series "Children of the Corn", or perhaps the old Star Trek episode "Miri", the sci-fi tale of a mirror-Earth in which most of society has been wiped out by a deadly plague. To make a short story shorter, Miri features ragtag death-squads of prepubescent rug rats who, unafraid of spankings and unwilling to toe the line for anyone displaying any degree of mental and emotional maturity, occupy themselves with tracking down and liquidating any grownups - derisively referred to as "grups" - of whom they get wind.

Now, I'm as fond of kids as anyone else. But Children of the Corn are quite another matter, and I eventually get bored with childish drivel. Such drivel becomes interesting only when one asks the right questions about it. For example, how deceptive and convincing can an evil little Corn-Child be when anonymously trying to convince the world that he/she is a real "mathematician", and that he/she knows for a cold hard fact that the CTMU is "nonsense" and its author a “crank”? How stupid can most people be in gullibly swallowing the faux-authoritative critiques of such deceitful brats hook, line, and sinker? From a psychological or sociological standpoint, such questions can be intriguing.

In this very thread, we see several commentators about whom such questions might reasonably be asked. Behold their unmistakable tone of authority, the sweeping breadth of their pronouncements, the sheer boldness of their pretensions to mathematical understanding! Smell their oozing contempt for “cranks” and “crackpots”! Look at the clever way in which they rationalize the lopsided advantage of anonymity by cutting off the ring on anyone who might object, announcing that they’re hiding behind a pseudonym not because they’re craven little nerds, but for purposes of "safety"! (In fairness, this rationalization was offered by just one critic in this thread; suffice it to say that where an ordinary CTMU critic can be accurately described as "insufferable", this link-happy little fellow can be described as "insufferable, cubed".) Joseph Goebbels himself displayed no greater mastery of the bluff.

Too bad that at the end of the day, all of this masterful rhetoric merely gives rise to a very pointed question: why do all of these commentators seem to fear having their pants yanked down around their spindly ankles in front of the entire mathematical and/or philosophical world? Why doesn’t one of them screw up his courage, take a deep breath, and come clean about his impressive academic credentials, positions, and affiliations ... something he should really want to get out of the way as soon as possible, inasmuch as until he does, he's indistinguishable from a loud-talking two-bit grifter trying to pull a fast one? After all, Mark did it - why can’t they?

It’s a mystery.

**Comment 14:**

A fine post, Jeremy … in fact, one of several. It always warms my heart to learn that someone has actually been listening.

Unfortunately, several others in this thread are not nearly as good at listening as you are. In fact, they’re quite bad at it. So as tiresome as this is getting to be, I’ll repeat myself to them yet again.

If you are a CTMU critic who wants to argue about the CTMU with me, then it will have to be official; otherwise, you’re just an undistinguished malcontent bent on wasting more of my time. Therefore, if a Q&A session is what you desire, you must forthrightly share with us your complete real name, your academic employer and/or other affiliations, and your various qualifications.

Anonymous, fish-scented claims that you (e.g.) "work on Wall Street" and attended some overpriced, philosophically irrelevant business academy ("I am a 2390 SAT-toting Wharton graduate with dual degrees in mathematics and economics ... and I currently work on Wall St") won't do the trick. Only in conjunction with complete personal data can your information be checked and your comments permanently attached to your “expert” reputation, such as it may be.

Of course, you should have no problem with this. You'd be expected to provide your name on any scholarly paper you might publish, or for any speech or interview in which you might hold forth as an expert. Why not show that you have at least a scintilla of courage and honesty so that we can get to the important matter of establishing who the cranks and crackpots really are around here? After all, the CTMU critics in this thread are the ones who insist on using such epithets.

If you are on the faculty of a major college or university and thus the expert critic you pretend to be, the worst thing you have to fear on this blog is a standing ovation. If you turn out to be at all genuine, you'll soon be swaggering about just like one of the big boys … as opposed, for example, to a wannabe big boy who got too big for his little britches, popped his suspenders, and traded in the swagger for a comical pants-around-the-ankles waddle in his ankle garters and his Wall Street boxers with the cowboys and the dollar signs.

Above all, don’t worry about anyone hitching a free ride on your precious CV. As far as I’m concerned, the negative commentators in this thread are a parasitic drain on my time, an unfortunate sidetrack I encountered in attempting to limit the damage done over the last three-plus years by Mark. Obviously, dropping the name of a CTMU critic, eminent or not, could score points only with somebody who dislikes the CTMU, and I clearly have nothing to gain by that. I don’t bother with CV's, I seldom drop names, and no hurt intended, but I consider people who dislike the CTMU and its author to be anything but worthwhile associates.

Why miss this golden opportunity to put your Wall Street money where your gigantic mouth is, and reveal yourself to the world as the big shot you evidently think you are? If you’re as good as advertised, then your CV can only shine brighter at my expense, and more power to you. If, on the other hand, you turn out to be just a jealous little mediocrity, which I presently believe to be the case, then you’ll pay the price in humiliation and lost credibility, which is only fair when you habitually run your belligerent mouth at the expense of others.

Fair’s fair. Either come clean, or put a cork in it and obligingly crawl back under the rock that hides you.

Thanks for paying attention this time.

**Comment #15:**

Rubix: "I'm not going to risk reputation when you have not proven that you are capable of meeting me halfway."

I'm terribly sorry, but you're just not important enough to demand that anyone who actually knows what he's talking about "meet you halfway", much less someone who has been featured by several major periodicals and news networks.

Let me provide you with a hint. Before anybody but another nobody like you can "meet you halfway", you must first get to the halfway point yourself. That is, you must show everyone that you're not just another disgruntled, name-dropping ("Neil deGrasse Tyson", "Richard Dawkins") gadfly with an ax to grind.

This has been repeatedly and clearly explained to you, so that even someone like you can understand it.

"I remind you, again, that one of my majors was \*mathematics.\*"

Very well, then (although one would never know it from looking at the nonsense you post). Let's have the information that will allow us to couple your complete real name with your "math degree" and other assorted qualifications and credentials.

"People have no problems revealing their credentials when it comes to an honest debate."

Then put your money where your indefatigable mouth is already, and let's see what kind of "Tyson" or "Dawkins" you really are.

Otherwise, you might as well stuff a sock in it.

(Remember to remove the ankle garter.)

**Comment #16:**

"So are you going to actually do us the honor of a fair debate, or are you just going to call us unimportant idiots?"

I'm afraid it's got to be the latter, at least for you personally.

Of course, you could always come clean.

**Comment #17:**

“I also think that Langan knows how much nonsense his words are, but he is building a foundation and you can see he has his followers. It's probably very profitable.”

Not exactly. But thanks for once again drawing our attention to the fact that when anonymous fools are running around tirelessly accusing one of self-promotion and profiteering no matter how tastefully one refrains, it really makes no sense not to go ahead and "take it to the limit".

Fortunately, it's not too let to put that engine in gear.

"Langan is pulling a coattails-of-Dawkins where his aim is to supplement his name with credential-laden opponents."

Well that's rich, isn't it.

I come here to rebut somebody who was using my name and my work to provide his own blog with content (Mark), and some cheeky little ignoramus hiding behind a pseudonym rushes out yapping like an enraged rat terrier about my alleged desire for a transfusion of credentials from semi-retired professional atheist Richard Dawkins! (While Richard’s intellect apparently remains sharp enough, militant atheism is now such a central part of his shtick that he’s no longer of much value to any non-atheist as a scholarly associate.)

One can’t be sure, but it almost seems as though the rat terrier in question, between windy gusts of boasting ("Wall Street", "Wharton", "2390 SAT score", etc.), is sneakily trying to associate himself with poor Professor Dawkins by endlessly repeating his name, pretending to speak on his behalf, and presuming to shield him from potential opponents who haven't so much as mentioned him except to quote the loquacious little terrier himself.

In the name of decency, the rat terrier in question should stop his shameless name-dropping … especially since, in all likelihood, Richard Dawkins wants nothing to do with him. The probable truth of it is, Dawkins wouldn't let some pushy little nonentity of that insufferable ilk scrub his toilet if he showed up on the doorstep dressed as a sexy little chambermaid with a plunger dangling from his neck and a brand new copy of "The God Delusion" lovingly clutched to his bosom.

Neither, for that matter, would I. As we all know from painful experience, such malcontents never stop talking, only get more annoying the longer they ramble, and are nearly impossible to get rid of without a jumbo can of pepper spray.

Professor Dawkins had best beware. This is not a pair of lips he wants glued to his instep.

**Comment #17:**

"Demanding credential-laden opponents is a tactic frequently seen in the ID community."

But wasn't it explicitly decided some time ago that big-name atheists, evolutionists, and ID critics should avoid "lending credence" to even the most prominent ID proponents by debating them in public?

Sure it was...it's all over the web. Check it out for yourself.

"In some other interview you claimed intelligence requires it, but this is demonstrably false."

That would no doubt be a very interesting "demonstration". ; )

**Comment #18:**

At least prominent ID proponents are willing to debate prominent ID critics, even though the latter are unwilling to return the favor. So if either side should be accused of being afraid to debate the other (under their real names with their expert reputations duly at stake), it's ID critics and not ID proponents.

Credit where credit is due, and blame where blame is deserved.

"...evidence that everyone must be forced to accept."

"Forced"? An interesting choice of language.

But throughout the sciences, "accepting evidence" is not nearly as much of a problem as accepting what it is said to be evidence \*of\*.

Of course, one would have to know a little about the philosophy of science in order to make proper sense of that.

**Comment #19:**

Anonymous: “I hasten to add that I am in no way affiliated with him and that some of the things I say may not even correspond to his views. However, I think that I am at least slightly better informed about the CTMU than many of its critics.”

I agree on both counts – the above evaluation of my ideas and utterances using the Wikipedia Crankometer is pretty accurate in most respects (with a couple of question marks, both of which would seem to work in my favor).

Regarding “Rubix”, let’s back it up a little.

Rubix: “By 'forced', I mean it's evidence that is true for you, true for me, and true for everyone.”

Replicated observation provides hard scientific evidence of perceptual content. But as soon as one calls it “evidence” of anything but its own existence, one is exceeding the bounds of observation alone. This is why one can \*prove\* absolutely nothing on an empirical (scientific) basis but the bare existence of one's raw data; one inevitably runs into the problem of induction. All that one can do is probabilistically confirm a given (explanatory or predictive) theory within certain bounds to a certain depth.

The depth criterion is where materialists typically fall short; their applications of Occam’s razor implicitly exclude entire levels of explanation including ontology. Materialists often claim that ontology is scientifically irrelevant on the supposed grounds that for scientific purposes, matter and nature “just exist”. But as soon as one gives up on explanatory closure and stops short of explaining existence itself, that’s the end of one’s explanation, and to the extent that science is explanatory, the end of one’s scientific support. One is left standing not on science, but on bald assumptions, and this obviously limits the level of theorization for which one is equipped.

Unfortunately for materialists, they have no idea how to endow their scientific “explanations” with the necessary degrees of closure and thereby overcome this limitation. As only the CTMU can do that, it is a necessary ingredient of science. (So is everything that the CTMU logically implies, including you-know-Who.)

I need merely add that specific questions about how the CTMU pulls this off, assuming that they have not already been answered elsewhere, are to be asked only by honest, qualified, and highly credentialed people. That way, everything's on the up and up, and I don't have to worry about accidental misattribution.

Rubix: “You imply that the same same of evidence can result in multiple interpretations, which is true. But typically we limit our explanations to what is sufficient and consistent, hence Occam's Razor. If my explanation correctly explains/predicts things, it will win out over another explanation that adds superfluous frameworks that add no new information (especially in absence of evidence). Again, it's like arguing that a hot kettle of water boiling on a stove could be "evidence" that fairies are involved. We don't have any reason to believe that, especially when we have other more consistent explanations that don't require such things.”

I hate to have to break this to you, but rare, hidden, or nonexistent aspects of reality, e.g. “fairies”, are not necessarily either syntactically or semantically inconsistent, and cannot be conclusively ruled out except in specific bounded contexts. The most that one can say for sure is that fairies are unobserved and/or observationally unreplicated within a bounded set of data, and no mere application of Occam’s razor can resolve the issue. After all, Occam’s razor is merely a fallible rule of thumb.

One of the main technical problems with Occam’s razor is that it can’t be applied in a vacuum, but only within a supporting explanatory framework. If that framework is itself flawed or incomplete, then Occam’s razor can be worse than useless. This is a problem for materialism; the existence of matter itself can’t be explained within a purely materialistic framework, and this nullifies Occam’s razor as a rationale for materialism.

Uncertainty cannot be confined to the ontological level of explanation without simply assuming that ontology is unnecessary and severing it from reality. To improve on this assumption, one would need some kind of high-level mathematical proof. But of course, such a proof is well beyond the intellectual capacity of any materialist (which is why some materialists regard it as impossible).

Rubix: “Same goes for Intelligent Design. We can explain evolution without it. We can explain complexity without it. You might point to QM as an example of "evidence with multiple interpretations," but the difference is that they remain agnostic due to lack of deeper evidence and understanding, and they're \*falsifiable\*, unlike ID.”

Wrong again. Evolution and complexity cannot be falsified. Not only is natural selection equivalent to the logical and biological fact that organisms must conform to their natural environments – no possible observation statement can negate so inevitable an observation - but falsification and the human minds which employ it themselves reflect evolution and emergence. Thus, any instance of falsification affirms the mechanisms to be “falsified”. (Of course, one is free to claim that falsification, like reality itself, “just exists”. But not only does this imply a truncated ontology devolving to unjustified assumptions, it simultaneously implies a kind of mathematical Platonism which contradicts the truncation.) Falsification can be consistently accomplished only with respect to specific hypotheses.

Rubix is also wrong that interpretations of quantum mechanics can necessarily be falsified. That’s because QM may have multiple models permitting multiple consistent interpretations, at least down to a certain explanatory depth. To obtain the deepest possible interpretation of QM, one would need a comprehensive theory of deep reality on which to form its image … deeper and more general than QM itself, at least as QM is normally understood (as a set of mathematical concepts and procedures that predict the results of certain experiments involving microscopic phenomena without fully explaining them or being explained by them, particularly with regard to wave function collapse, entanglement, and nonlocality).

See? This is what I mean. Nearly every sentence that comes out of the mouth of a CTMU critic, or for that matter an ID critic, is either wrongheaded or simply wrong. Just as we established above with Mark, there aren’t enough hours in the day to keep up with their mistakes and misconceptions.

That’s why I insist on making them identify themselves and put their reputations on the line. Believe me, it’s the only way to make them think a little before hitting the send key, and get them to catch at least a few of their own mistakes so that I won’t have to spend eternity doing it for them.

Now enough.

**Comment #20:**

Andrew Goldstein: "I have a few questions for Chris, though, that came to me as I read through the CTMU. Your theory would imply that renormalization, technically, introduces a supertautological structure in the quantum Hilbert space recursively."

That's not quite correct. Obviously, the supertautological (recursive) structure of the CTMU incorporates the Hilbert space structure of quantum mechanics. This follows from the inherent self-duality of the theory. However, speaking in terms of quantum ontology, you don't want to put the cart before the horse.

Rather than saying that the CTMU "induces supertautological structure" on (preexisting) Hilbert space "recursively", it is better to say that it recursively determines the structure of Hilbert space itself through its structural linkage to "classical" spacetime, i.e., via the inherent self-duality of the supertautology (I assume that this is what you mean by "renormalization").

In other words, the relationship between classical and quantum mechanics, or macroscopic and microscopic reality, is what gets "induced" by the supertautology on itself, and the first-order theory of quantum mechanics, which of course includes the structure of Hilbert space, is a partial (and strictly bounded) image of that "process". (The quotes are a reminder that the process in question is pre-mechanical or pre-physical; it occurs atemporally on the level of SCSPL self-organization, i.e., syntaxification.) In the CTMU, such ontological priority relationships are quite important, as implied by those CTMU papers you must have read.

Unfortunately, rendering your subsequent "explanation", i.e., your questions about the CTMU even partially intelligible (assuming that this is strictly possible in a CTMU context, which I won’t bother to check) would require a detailed interpretation of quantum mechanics in the CTMU. With all due respect to your level of expertise in physics (whatever it may be), that would be a time-consuming affair requiring extensive background knowledge, and therefore inappropriate to any general interest forum.

But thanks for your interest.

And now, as long as I've responded to Andrew here, I suppose that I might as well slog through an explanation of why evolution is unfalsifiable, which is probably of more interest to, and certainly more easily understood by, most of those who visit this forum.

First, I’ll issue the usual pro forma reminder to Rubix and his fellow travelers that CTMU debates are for people who are both real and qualified. I'm the author of that theory, and those are my conditions. They are the very same rules that have been in place throughout the scholarly world from the very beginning of the intellectual enterprise. I see no reason why they should be changed for the CTMU, and I consider it dishonest of anyone to even suggest it.

That being reiterated, Rubix is again missing the point regarding evolution.

Regarding your examples of how evolution might be falsified – e.g., rabbit fossils embedded in the wrong geologic strata, etc. - falsification requires an observation (statement) expressing a direct counterexample to a theory specific enough to be \*directly\* counter-exemplified. If the observation statement merely presents some sort of "evidence" of a counterexample, then one must justify the choice of that particular interpretation of the evidence over all other possible (non-falsifying) interpretations, and one is back to the problem of induction.

The more one tries to limit the interpretation to make the evidence direct and incontrovertible, the more localized it becomes, until finally, evolution as a whole is seen to be quite immune to it. Instead of being accepted as a counterexample, the “evidence” is then dismissed as a local anomaly with its own localized explanation that supports, or at least does not contravene, the overall theory that it was supposed to have "falsified". The evolutionary hypothesis is simply too broad to affected one way or the other by localized evidence tightly bound to context. A sea-change in the evidence would be required to turn the adherents of evolutionary theory away from it, and this isn't going to happen. There's already too high a pile of "confirming" evidence that isn't going away.

You’ve proposed some falsificative scenarios. Here are those which actually have falsificative bearing (as creation in the generic sense does not preclude evolution, that scenario is omitted):

“[1] Finding fossils in the wrong areas (e.g. the famous Haldane quote, "Fossil rabbits in the Precambrian!") or [2] a fossil record that shows no change over time, or [3] finding that mutation doesn't pass on genetic material properly or doesn't operate in aggregate, …”

These are all virtual impossibilities. [3] is either a tautology (mutation in the course of replication is precisely the failure of proper replication), a malapropism (mutations are not what "pass on" genetic material, but merely what modify the genetic material that gets passed on), or a blatant counterfactual that violates the foundations of biology and is therefore not an option (mutations in reproductive DNA are indeed passed on by reproduction). In none of these cases can it falsify evolution.

[1] and [2], on the other hand, would require a metaphysical explanation; they would imply that something must have exempted certain living entities from the pressures and/or limitations of physical causation. Claiming that evolution is falsifiable on that basis is thus like claiming that the statement "physical objects have mass" is empirically falsifiable simply by finding a massless physical object. The problem is that a physical object must have mass (or equivalently, energy) in order for one to find it using a physical detector; thus, although it briefly passes as sensible to talk about finding a “massless physical object”, it is actually nonsense. Similarly, any “evolution-falsifying” fossil is clearly embedded in the physical environment, and absent spontaneous generation or a wormhole connecting different geologic eras (etc.), must by definition have adapted to that environment in order to proliferate and produce fossils.

Next, we have the problem that in the large, standard evolution can be regarded as something like a principle of indifference which is perfectly transparent to physical causation. For its specific causal explanations, it points to the "laws of nature", especially the laws of physics as presently conceived (which is where it gets its putative affinity for materialism and randomism). This renders its causal dimension, summarized as "evolution is a natural process," quite immune to falsification. Anything that it cannot specifically explain is simply attributed to the action of unspecified, even hitherto undiscovered, natural laws. This kind of open-ended naturalistic attribution is rife throughout the sciences, and can be justified only under an extended definition of “nature” accommodating the unknown.

But perhaps this isn’t convincing enough, so let's take a closer look. Since evolution is a composite thesis, one must specify which part of it is up for falsification. These parts include the existence of selective environmental pressure, adaptation to selective pressure by individual organisms as a condition of survival, and reproductive heritability of the adaptive traits of those organisms. One thus assumes either that all adaptive traits are initially present in some line or combination of lines, up to and including the very source of "common descent", or that they can arise “emergently” through random mutations within the genetic code.

The first two ingredients are clearly tautologically related. On both the individual and intergenerational scales, adaptation is defined as a viable response to selective pressure, and selective pressure is defined as that which requires adaptation for survival. Similarly, reproduction with heritability of traits is not only a well-observed empirical fact, but something without which neither we, nor any other species, would exist in a remotely stable form.

Let's put it another way. Organisms either adapt to their environments, or their environments kill them and thereby obstruct their breeding and ultimately arrest the continuation of their lines (or in the language of the modern synthesis, the spread of their genes). It comes down to a very simple and incontrovertible fact: organisms, being physically embedded in their environments, are critically causally dependent on their environments, and when they change (evolve), they must do so in accommodation thereto. This means that the definitions of “selection” and “adaptation” are tautologically linked via the real, logically inevitable organism-environment relationships on which they are semantically based.

[Elsewhere, you write that "natural selection isn't an unfalsifiable tautology. Survival of the fittest is a gross oversimplification meant to dismiss evolution as a mere notion of ‘survivors surviving.’ Scientists don't even like using that definition precisely because it's an incomplete view.” Nevertheless, specific definitions of "fitness" and "adaptation" are necessarily coupled with survival - otherwise, fitness is obviously out of the question - and the overall structure of the theory of evolution is invariant with respect to them. Specific instances wander hither and yon, and specific explanations wax and wane, but the theory of evolution rolls ever onward.]

What if we now add a fourth component to the evolutionary hypothesis, namely, the stipulation that one species can arise from another by mutation, or from some combination of others by hybridization or some other form of gene-mixing? Evolutionary speciation comes close to being an "independent axiom" of evolutionary theory akin to the parallel postulate of Euclidean geometry; it cannot be derived from natural selection, adaptation, and mutable reproduction alone. Suffice it to say that it comes to rest on the details of the genotype-phenotype mapping, which are still rather poorly understood. It would therefore be difficult if not impossible to falsify.

In case all of this still leaves you cold, all that you really need remember is the bottom line, which you have already (in effect) acknowledged: in logic, falsification is really just inverse verification, and because empirical verification is impossible for explanatory and predictive scientific theories, so is empirical falsification. Both are out of the question for anything exceeding the bare data, and are thus limited to purely descriptive theories. Definite (as opposed to statistical or inductive) falsification is primarily for descriptive empirical theories only, via which it can secondarily preclude explanatory or predictive empirical theories based on false or irrelevant data. Aside from that, only in the non-empirical, logico-mathematical realm can we employ the axiomatic method or metamathematical reasoning to effect falsification by disproof (derivation of the negation).

What does this mean? To falsify evolution under present circumstances, one would have to produce, in realtime, an organism that is able to survive independently of its environment, without any kind of adaptation whatsoever. But "an organism independent of its environment" is an oxymoron, because organisms are all physically embedded in their environments and therefore causally dependent on them. To deny this is to imply that physical embedment is somehow not what it seems, and that the "organism" in question is in such complete and intimate control of its environment that it need no longer go through the motions of behavioral adaptation, wasting no effort on eating, breathing, or eliminating. Such an organism, being so perfectly adapted to its environment that its survival is no longer dependent on the environment in any way, exists entirely on its own terms; its environment is a virtual extension of it and thus integral to it. In short, it is literally one with its world.

But of course, if we were ever to find such an "organism", we would regard it as more than a mere organism, and rightly so. This, of course, would take it out of the biological realm as it is currently understood, in which case biological evolution could hardly be falsified by it. Such a being would also very likely be credited with having effected the most profound and transcendent evolutionary adaptation of all time: taking complete control of its own evolution, or as it were, its own stasis. In this, it would reflect the theological aspect of the CTMU.

That’s really the final word on the supposed falsifiability of evolution, at least as far as logic is concerned, and why I've been on record as accepting evolution from the start. I merely hold that for various reasons, evolution is an incomplete explanation of what it purports to explain, and that God and divine creativity must be added to it in order to complete the explanation (stock "theistic evolution" is not implied; I have my own unique, and uniquely correct, perspective). Therefore, those who claim that I reject any form of evolution are boldfaced liars, and any commentator who fails to understand this needs to wrap his mind around it as quickly as possible.

This, by the way, is how I know that whenever I'm attacked by militant evolutionists, I'm really dealing with atheists deceptively trying to package their godlessness in a tautological wrapper and hitch it to a scientific locomotive that is moving forward as inexorably as a juggernaut. Such people always yearn for a good "debate", meaning something like a pack of ravenous velociraptors attacking, dismembering, and gobbling up anything that looks vaguely non-atheistic or non-materialistic in any way (their “natural prey”, to push the metaphor). It's in their very bones! So they gravitate to any mention of the CTMU like flies to honey, hoping for a free chance to publicly insult the intelligence of its author with total impunity even though he would likely crush them like empty aluminum beer cans in any ideologically neutral non-pseudonymous confrontation.

But sad to say, their Great Leaders, fearing to lose their illustrious seat cushions in honest debate, have now in effect forbidden them to "lend credence" to anyone who appears to embrace something other than random materialism as an explanation for the natural world by honestly debating them out in the open. Thus, militant atheistic evolutionists are reduced to obediently parroting the party line under pseudonyms, so that they cannot be accused by their superiors of breaking ranks (or, perhaps more importantly, so that they can’t be pinned down by name when they lose). What a quandary, especially when they injudiciously fixate on a target who insists on the use of real identities!

But in the end, it's your quandary and not mine. If you can't come clean about who you really are, then maybe it's time to roll out your hero Dawkins after all. At least he's not afraid to attach his real identity to his opinions. And if the old warhorse is simply too busy or too important to be trotted out and put through his paces by so “uneducated” a horseman as I, or simply doesn't want to "lend credence" to those who disagree with him, then at least he can be pilloried by name for refusing to engage well-known and verifiably intelligent people who just might hand him his rump on a platter. (Of course, you’re free to doubt such an outcome. But sadly for you, there's only one way to know for sure whether you’re right, and your side clearly isn't up to it.)

So much for your evolutionary (or atheistic-materialistic) nonsense. Now let’s move on to the rest of your nonsense.

First, Occam's razor has nothing whatsoever to do with certainty. Your sentence

"It keeps explanations to their bare minimum elements of certainty"

is thus meaningless. On one hand you have certainty, which is limited to the bare data (no explanatory or predictive theorization allowed), while on the other, you have a rather dull tool (Occam’s razor) which simply minimizes the number of concepts and variables in theories.

In order to apply Occam's razor with certainty, you'd have to apply it to the bare data, in which case it would merely tell you not to fabricate extra data or introduce irrelevant data without telling you the first thing about how to distinguish necessity from superfluity, relevance from irrelevance, or correct from incorrect explanation or prediction. It says nothing about explanatory or predictive sufficiency except that this alone, with no extra padding, is "all that you want" (but good luck finding it). Furthermore, it cannot anticipate anomalies, or future data, or help to identify any hidden variables that might render a theory more robust as the context expands and new kinds of data emerge. Its entire mathematical basis is simply that more concepts create more possibilities, and that absent any sort of “evidence” (no help there either), these additional possibilities are statistically more likely to be erroneous or irrelevant than correct.

Regarding Newcomb's Paradox, you write

"The real way to resolve the paradox is through rational decision theory. The paradox only exists if we frame it in a paradoxical way. It's like Zeno's Paradox, which isn't a real paradox but a framing of a problem that tries to circumvent calculus by invoking the same confusions about infinity that people experience in the 0.999... = 1 argument."

The paradoxical formation of the Newcomb scenario, of which you seem to dispute the existence, is usually credited to Robert Nozick, then of Harvard University, and based on rational decision theory. Thus, when you deny that Newcomb's paradox is actually a paradox, you're disagreeing with the late Professor Nozick. Accordingly, I suggest that you track down Professor Nozick, PhD, R.I.P., at the cemetery where he’s buried, pseudonymously insult him as is your wont, and then count the number of responses you get from him.

But since you'll almost certainly get zip from poor Nozick, and rightly so, I'll go ahead and tell you what he would probably tell you if he were so-disposed (which he wouldn’t be, because reasoning with you is obviously a perfect impossibility).

First, you need to get straight with the following: the fact that a paradox is resolvable, or has apparently been resolved, doesn't mean that it “wasn't a real paradox”. A paradox is a formalistic notion that can be thought of as equivalent to “X = not-X”, and as a property of a formalism or its interpretation, it is a logical function of the formalism-interpretation pair. In fact, even when (incorrectly) extended into the universe of the formalism, it remains a paradox. Moreover, the paradox has not been definitely removed from its originating formalism through revision or extension until the revision or extension in question has been shown to minutely resolve all possible forms of it.

Obviously, calling something the "resolution" of a paradox is not meaningful if it contains paradoxes of its own, as this merely transforms one set of paradoxes into another. For example, standard analysis incorporates the so-called paradox of infinitesimals, which are somewhat oxymoronically defined as nonzero but sub-finite (absolutely indetectable) quantities. Some people hold that this paradox has been adequately resolved; others disagree. Various efforts have been made to resolve it, a couple of the more famous being the traditional Cauchy-Weierstrass epsilon-delta formalism and nonstandard analysis. To my knowledge, none has succeeded to everyone's complete satisfaction; paradoxes or loose ends of one sort or another keep popping out. Thus, claiming that Zeno's paradoxes were never “real paradoxes” because Newcomb and Leibniz discovered calculus a couple of millennia down the line doesn't wash. Yes, the calculus definitely works, but the question of “why?” is still open to study.

As for "rational decision theory", that was part of Robert Nozick's original argument, and was explicitly included in both the original paper "The Resolution of Newcomb's Paradox" [Langan 1989] and the essay on that topic which I included in "The Art of Knowing" a decade or so later. Nozick's arguments were correct as far as they went, and he was also correct in noting the apparent existence of opposite but equally "rational" solutions to the central decision-theoretic problem. According to decision theory, it is “rational” neither to turn down money offered without risk nor to ignore objective data, and Nozick described how these aspects of rationality are placed in apparent conflict by the Newcomb scenario. In other words, Nozick showed that the scenario generates a decision-theoretic paradox within the standard causal framework applied throughout the sciences.

This was merely the starting point for my original 1989 paper, which extended the ordinary causal framework of the paradox in what was probably a new way. That is, it applied a novel technique in philosophy, situating a well-known philosophical problem (Newcomb’s paradox) in multiple levels of a stratified "hyper-automaton" running nested simulations. I called this the "nested simulation tableau" (NeST). If that was actually the first time this technique was used - and I suspect that it was - then it was a philosophical milestone. Although that paper was published in a low-circulation nonacademic journal, it may well have been the first example of the modern strain of cyberphilosophy called “Matrix philosophy". (Matrix philosophy, dearly beloved of sophisticated geeks and transhumanists everywhere, was developed well after the movie "The Matrix", which came out around a decade after my paper; the academics who now “own” the field not only didn’t invent it, but have since made quite a hash out of it.) The whole exercise was a specialized application of the CTMU, in which the paradox requires conceptual embedment. My later essay was incorporated in a string of essays in which it was partially integrated with modern research on the neuropsychology of volition.

But of course, all of this will be completely lost on you. Why? Because some people can’t tell their colon from a skunk burrow, and for the life of me, you often look like you might be one of them. Therefore, I dedicate the information contained in this response not to you, but to the brave contributors who continue to attempt to converse with you as though every word out of your mouth isn't a veritable fertilizer bomb of errors waiting to explode in a chaotic blizzard of fizzling conceptual confetti. (As for me, I’ve about had it with you.)

Now please stop wasting my time. Like our host Mark Chu-Carroll, you generate errors faster than you write … maybe even faster than Mark. But unlike Mark, you lack the courage to share your real identity with those whom you attack, and as you surely know deep down inside, that makes you … well, I naturally hesitate to say “a contemptible, belly-crawling gutless wonder completely unworthy of respect or consideration of any kind, despite any phony rationale you may append to your intellectual cowardice”. So instead, I’ll leave it up to you and other readers to decide how well that shoe may fit.

But in any case, I hope I’ve made myself clear. God will be coming again soon to a theater near you, and no self-preserving child of the corn wants to get caught with his ankle garters and Wall Street boxers showing. Please consider yourself and your friends to have been warned, this time on a very logical, very precise basis on which not a single one of you will be getting over no matter how hard you try, full stop.

And now, having allowed this response to eat up half my morning - it’s a very rainy day here in the American Heartland - I must bid you all adieu.

**Comment #21:**

Good Lord Almighty.

Rubix: “I won't even address how funny it is that Chris intentionally avoids answering Andrew's questions because he doesn't understand quantum mechanics, himself.”

For those who may be unaware of it, “understanding quantum mechanics” is a tall order which few if any can rightfully fill. (If Andrew could fill it, then he’d obviously be able to answer his own quantum-mechanical questions.) Even the people who discovered the field didn't claim to understand it; to this day, nobody quite knows how its founders managed to discover it.

As long as we're on the general topic, I may as well mention that quantum mechanics has no satisfactory or for that matter ontologically sound interpretation \*outside\* the CTMU, something that could not be said if SCSPL were “just a set”. But again, that’s involved enough to be well over the heads of most readers ... and as I’ve already explained, this forum is anything but an appropriate venue for such an explanation.

Sadly, there will be no public discussion, by me at least, of certain technical details of the CTMU until I’ve located or provided what I consider to be the right venue. For what it’s worth, I don’t expect this to be at all easy, especially with so many atheistic, materialistic forum-maggots crawling around deceitfully spewing disinformation and defaming any person or idea which runs afoul of their idiotic mindset.

Thus, I’m afraid that the cognitively impecunious Rubix, a self-styled Wall Street hero who never seems to have any intellectual cash to put where his alligator mouth happens to be, will have to prove his own points for a change. It’s simply not enough to overheat his motor mouth about the ideas of others when his comprehension dips so far into the red.

Rubix: “Sound ridiculous? So does your argument against evolution.”

I’m sorry, but I really can’t make sense of anything Rubix has written on this subject, including his droll bedtime story (in which I find myself and my ideas impossible to recognize). Perhaps Rubix should try using some mathematics, or some physics, or maybe just some logic. (I know he likes to accuse others of knowing nothing about these subjects, but that's a sure sign of envy and insecurity.)

Absent that, perhaps Rubix should go ahead and roll out his champion Richard Dawkins. Unlike Rubix, Dawkins is a prominent atheistic evolutionist to whom people actually pay a bit of attention. At least he wouldn’t make as many stupid mistakes, or cling to them like such a tick … that is, until he reached a level of reasoning above the ceiling of his exacting but theologically vacuous intellectual frame.

Rubix: “You don't seem to understand the difference between a tautology and a definition.”

Maybe that’s because sometimes, there isn’t any such difference. After all, propositional tautologies and their symbolic ingredients have mathematical definitions, and from a metalogical perspective, might even be described in themselves as “primitive definitions” which, though cognitively inevitable, collectively define truth in terms of logic functors and vice versa (via truth tables). Other kinds of definition are linked in this way as well.

I’ll come back to this below.

Rubix: “Even if you accept evolution, I'm not attacking you for that. I'm attacking you for invoking ID and trying to use crackpot pseudo-math and cranky physics to justify it.”

I recall mentioning ID in connection with ID \*critics\* like Rubix, but so help me, I can’t remember having relied on it. I also can’t recall using any “crackpot math and physics” in justification of it. Sadly, this makes me wonder anew whether Rubix is a pathological liar, an hysterical fruitcake, or a cynical shill holding forth on behalf of someone or something else.

Rubix: “Your argument against Occam's Razor is also offbase and I won't spend much time on it. It's not supposed to help you find hidden variables -- but it's not preventing you from looking for them. It's meant to keep hidden variable explanations out of the realm of "truth" until we have evidence for said variables. Otherwise, by definition, you are jumping to conclusions that may turn out to be wrong once the evidence rolls in, and you may be tacking on frameworks that actually explain none of the variance inherent in the results. That's all there is to it.”

Exactly as I said, at least in part. I can’t say I’m not pleased to see that there is at least one thing on which Rubix understands that he’s been cornered like an outhouse rat. (Unfortunately, the admission merely prompts him to claim that this is what he really meant all along. C’est la vie.)

Rubix: “Newcomb's Paradox is only a ‘paradox’ because it's framed in an unsound way.”

So it seems that Robert Nozick, PhD, an eminent academic philosopher late of Harvard University, along with Martin Gardner of Scientific American, were nothing but cranks and frauds who saw paradox where Rubix swears there was none. Too bad the great Rubix wasn’t there to clue them in!

Clearly, Rubix needs to quit his day job on “Wall Street”, get busy with something other than licensed thievery for a change, and enlighten the world about all of this as quickly as possible.

Rubix: “Also, leave it to a crank philosopher to take credit for things unjustly. You're aware that ideas for the Matrix philosophy have long predated you, right? Forget Nozick's Experience Machine or Plato's Allegory of the Cave or even the Buddhist Maya or Zhuangzi's Butterfly Dream or Descartes' Demon. Hell, forget Tron, which came out 7 years prior, or the Lawnmower Man (which began pre-production in 1988). Obviously your important paper which used the CTMU in 1989 was the first example of the Matrix philosophy. Give me a break, man.”

I hate to belabor the obvious, especially to such a preeminent philosophical genius. But there’s a very clear difference between Platonic philosophy (the Allegory of the Cave), cyberphilosophy (e.g., the Turing test, human intelligence, and consciousness), and Matrix philosophy (so-named because it was inspired by the movie of that title). There’s a common element, but no competent intellect would so thoughtlessly mangle the distinctions … e.g., whether computers and computation are explicitly involved, how the problem is mapped into the computational realm, whether there's a computational world-simulation (“Matrix philosophy”), and so on.

However, that’s almost beside the point, given that Rubix is evidently having a great deal of difficulty telling the difference between written philosophy and the fluffy, frothy Hollywood movies from which he actually seems to have gotten most of his mathematical and philosophical “knowledge”. (Does anyone else wonder if this might be saying something about the philosophical expertise of “Rubix of Wall Street”, celebrated latter-day nemesis of Zeno of Elea?)

Now, I certainly don’t want to give the wrong impression. There could very well be a prior paper out there which uses roughly the same technique as I used in “The Resolution of Newcomb’s Paradox” / 1989. It’s just that out here in the sticks, far away from the teeming intellectual bazaar overspreading the splendiferous ivory tower complex of Greater Academistan, I’ve never heard a whisper of it. Perhaps, if we’re lucky, Rubix can set the record straight by putting us onto this philosophical milestone.

But if not, then perhaps Rubix will soon be transferring credit for the Apollo space program from those self-aggrandizing goldbricks Eisenhower and Kennedy to the Tinsel Town scriptwriter who adapted Jules Verne’s “From the Earth to the Moon” for the silver screen.

Rubix: “I should add that your comments on Zeno's Paradox further shows your mathematical ignorance. We fully understand the ‘why’ behind the answer.”

Really! Then Rubix needs to either prove it once and for all, or refer us to the papers in which it is proven or the comprehensive anthologies in which it is decided. (By the way, who on earth is “we”? It is important, when one assumes an imperious tone of intellectual authority, to let everyone know for exactly whom one claims to be speaking.)

“Zeno’s paradox is not a real paradox,” indeed. What a rollicking barrel full of slap-happy tail-pulling Wall Street monkeys!

Rubix: “You also overemphasize your importance and influence … The crankometer is screaming.”

How typical. First, Rubix repeatedly swoops out of a muddy sky with unprovoked attacks on something he claims I wrote about Newcomb’s paradox, but which I don’t recognize. His remarks are characteristically disordered and weirdly off-topic, so I don’t respond. But as ever, he mindlessly persists, tossing off scrap after snippet of total nonsense which betrays his complete ignorance of the paradox and my analysis of it (I still don’t know what it is of mine that he actually read, if anything).

So finally, in a merciful attempt to correct his bizarre misconceptions, I write a few words about my first paper on the topic. And what’s the response? In sweet revenge for my brutal attempt to shoehorn a few hated and feared bits of real information into his empty skull, he sanctimoniously accuses me of “overemphasizing my importance and influence”!

It’s a bit like accusing someone who throws a lifeline to a drowning victim of “assault with a rope”, or someone who brushes away a biting fly of “extreme cruelty to animals”. In RubixWorld, this is what passes for constructive dialogue.

Yes, no doubt about it - the crankometer is screaming bloody murder. But in this case, it is screaming the pseudonyms of zonked-out atheist-materialist fanatics calling themselves by absurd nicknames like “Rubix” and “John Fringe” … who, unfortunately, can’t reason their way out of a wet paper bag together, but lack the self-control to tape their own sleeptalking mouths shut in order to avoid embarrassing themselves.

Speaking of “John Fringe”:

John Fringe: "So evolution is not falsifiable because the facts known after the theory was proposed (like all the genetic stuff) are in agreement with the theory?"

First, one doesn't need "all the genetic stuff" in order to parse the theory of evolution into its general components. Darwin formulated the theory of evolution without modern genetics while knowing full well that traits are passed from parent to offspring. Plants, insects, fish, reptiles, birds, mammals, even bacteria ... all have offspring that resemble the parents. That's what "reproduction" means; it’s all about the inheritance of traits, in contexts from biology to copying machines. (For someone who believes in dictionaries, Fringe doesn't seem to consult one very often. May I suggest that he try an \*English\* dictionary?)

More generally: the meaning of what I wrote about the unfalsifiability of Darwinian evolution, if Fringe actually bothered to read any of it before putting nimble monkey fingers to sweat-sodden keyboard, is that the basic relationship between the conceptual components of the theory of evolution could have been logically deduced by a sufficiently adept theorist.

With all due respect, it is possible that Darwin, while surely no stranger to genius, may not have been that adept a theorist, and this may be why he was compelled to board the H.M.S. Beagle, sail to the Galapagos Islands, and painstakingly record his observations. But then again, Darwin’s voyage of discovery was probably a good idea even if he already understood the tautological nature of his thesis. After all, presenting a theory along with an application or two, not to mention a bit of adventure, makes it easier for most people to understand and can ease its acceptance. It’s a matter of salesmanship.

But one way or the other, one of the more unfortunate consequences of Darwin’s approach – among its many strong points, of course - is that today, most biologists are under the erroneous impression that evolution as a whole is falsifiable when in fact, it is not. Specific applications of evolution are falsifiable; there's no doubt about that. But the theory as a whole is unfalsifiable for exactly the reasons I gave, end of story.

Does this mean that the theory of evolution is "not science"? Of course not. In fact, the theory of evolution, being a tautology, is so broad that it spans science in its entirety, which is why we see applications of it popping up all over the place, from biology to computer science to cosmology. Tautologies apply to all kinds of science, not just those in which they were first employed.

What kind of tautology are we talking about? Again, it has to do with the physical embedment of an organism in its environment, on which its survival and reproduction thus critically depend. This is a “tautology” because there’s no way out of it; it is always true by the nature of the organism-environment relationship. While it is obviously not a propositional tautology of sentential logic, it is nevertheless a tautological formation of language, namely, a pair of terms – “organism” and “environment”, or “adaptation” and “selection”, or “evolution” and “nature”, pick any or all – which are recursively defined on each other, or equivalently, on the relationship between their definitions.

Of course, Fringe and Rubix will claim that this is not a tautology at all. But as long as Fringe believes so strongly in the use of dictionaries, why not have a look in the dictionary right now to see what it has to say about the word “tautology”? After all, if Fringe and Rubix were to consult the dictionary more often, perhaps they wouldn’t always leave everybody with the distinct impression that their thoughts are as jumbled and odiferous as the contents of a restaurant dumpster.

Remember how I referred Mark to the Wikipedia definition of “set”? Here’s what Wikipedia has to say about tautology: “Tautology may refer to: (1) Tautology (rhetoric), using different words to say the same thing even if the repetition does not provide clarity. [That’s a somewhat clumsy reference to generic linguistic redundancy which is not confined to rhetoric.] (2) Tautology also means a series of self-reinforcing statements that cannot be disproved because the statements depend on the assumption that they are already correct. [Pay close attention to this one, as it is the kind of tautology that describes the overall theory of evolution; "disproved" corresponds to "falsified".] (3) Tautology (logic), a technical notion in formal logic, universal unconditioned truth, always valid.” [That’s propositional tautology, to which the other kinds are clearly related.]

(Incidentally, I recall seeing that Mark has a rant on tautology posted to this site. Why doesn’t Fringe see if The Great Man himself will argue his side of the case? As matters now stand, it couldn’t possibly hurt.)

This brings us to the place where petulant airheads like Fringe and Rubix so often go completely overboard: they simultaneously subscribe to a total break between science and the tautological basis of veracity, and an absolute linkage between science and falsifiability. But really now, how twisted around can something get? As verification and falsification (verification of a negative) are just flip sides of the same logical coin, this is totally asinine, even if occasionally taught in universities by highly credentialed logical illiterates.

Science can be understood only with full allowance for the nature of tautology and the limits of falsification, and Fringe and Rubix clearly understand neither. They believe that the content of science is never tautological, yet always falsifiable; they exclude the basis of truth from science, yet include the possibility of falsehood. This is consistent only insofar as once one foolishly purges science of any trace of universal truth (i.e., tautology), one had \*better\* allow falsification, as it’s all that one can possibly hope for! But when the light finally comes on, it turns out to be inconsistent with logic and the spirit of science, according to which truth is really what it’s all about.

Of course, to those steeped in the ongoing Internet pogrom against the enemies of militant evolutionism, this may all sound too facile. How could it possibly be so easy to get the better of all those highly educated biologists and other scientists out there ... the ones who are always claiming that the theory of evolution as a whole can be falsified just like everything else in science?

It's really very simple. First, it’s quite true that specific applications of evolution are often falsifiable even though this turns out not to extend to the overall theory of evolution. But despite the widespread belief that scientists alone should have the last word on evolution, there are surprisingly many amateurs out there who seem to have better comprehension of its overall structure than the average scientist. Most scientists can recite the scientific method from start to finish, but are woefully unequipped to analyze and logically reduce it, just as (e.g.) an expert auto mechanic is unequipped to design or repair a catalytic converter or an engine computer. (I hate to sound disrespectful, but when it comes to this topic, give me a scientist or an academic of any kind, and unless he knows more than he picked up in science class alone, I'll hand you back his posterior seasoned with teriyaki and ginger.)

Last but not least - as I believe I’ve mentioned elsewhere, “pseudonymous CTMU critic” is virtually synonymous with “abject brainless piss ant” (no offense to anyone, but that’s been my experience over the last couple of decades, and I strongly believe in heeding past experience). Yet the nickname “John Fringe”, assuming that’s what it is, plainly evokes a conflation of the TV show "Fringe" and the actor (John Noble) who plays its central character, a brilliant and courageous if mentally skewed scientist.

Except for the skewed mentation, such a nickname doesn’t seem a good fit for our own Mr. Fringe. So why doesn’t he choose a new one more befitting his image?

Or perhaps he could simply grow a pair, drag himself in from the cold, and come clean along with his undercover partner in crime, Rubix.

ATTENTION Mark CC: You really need to stand up and take a little responsibility for what goes on in your own forum. On the heels of our exchange regarding your CTMU critique, these participants are making a fool of you. My sincere advice: exercise a little damage control, and take charge of your own side of the discussion you started at the top of this page.

After all, it’s in your own best interests. When somebody owns a house, and he knowingly lets it be used as ground zero for thieves, robbers, con men, and other assorted criminals and ne’er-do-wells, he must take legal and moral responsibility for his role as their facilitator. He may not get caught in the early stages of the operation, but in the end, he finds it impossible to hide.

Intellectually speaking, your present situation is directly analogous. Since you’ll ultimately have to take responsibility for enabling the brain-dead but nonetheless despicable antics of these imbeciles on your behalf, why not take the bull by the horns right here and now, and start fighting your own battles? After all, this isn’t about some dispute that randomly arose in your comments section; this is a dispute that you started several years ago, right up there at the top of the page!

I’m just trying to be helpful. These people you’ve got arguing for you are a disgrace, and wasting time on such gremlins is not what passes for intellectual stimulation in my neck of the woods. You might think that they’re shielding you, but the shield is as soft and full of holes as a slice of Gruyere, and you may one day be forced to wear it like a moldy breastplate.

Wouldn’t you rather do yourself proud, and sally forth to cover your own side of the debate?

**Comment #22:**

Thanks for the suggestion, flaneur. I do indeed have a global system of ethics that reconciles all levels of utility including the corporate level. Never fear, it's in the pipeline.

And now, I regret that must once again put my feet on a hard place, and my shoulder to the Sisyphean rock that is "Good Math, Bad Math".

Mark Chu-Carroll: “This shouldn't be hard for someone with an awesome intellect like yours to comprehend. But I'll go ahead and explain it to you anyway. No one here is arguing for me. The people who continue to argue with you are arguing for themselves, because they find it interesting or entertaining. As long as they continue to find it worthwhile, they're perfectly welcome to continue to do it.”

So you say. But of course, when people rely on pseudonyms, they could be anyone … even you.

Mark Chu-Carroll: “No one is shielding me. If I felt the need to defend myself, I would.”

Trust me, you have a need to defend yourself. I’ve caught you in all kinds of mathematical errors, several of them quite serious. I could catch you in many more. If I wished to do so, I could fuel an entire blog with your errors. (Fortunately for you, I probably won’t.)

Mark Chu-Carroll: “Personally, I just think that you're a waste of time. Why?”

That’s alright. You don’t have to tell me why. But something tells me that here it comes anyway.

Mark Chu-Carroll: “Most importantly, you're an obvious, dreadful, boring crank.”

A "crank"? Whatever you do, Mark, don’t drop that mirror – it’s seven years of bad luck.

I’m terribly sorry that you find me boring. It’s just that every time you’ve opened your mouth, errors have leaked out … billowing, gas-giant errors that positively cry out for correction. I find it fascinating that someone intelligent enough to possess your (reputed) programming skill set (there's that hated word again) is so deficient in metacognitive presence that he can’t catch a single one of them for the life of him.

Mark Chu-Carroll: “I lost interest in this discussion when your dodging on the definition of sets became so obvious. You're playing such a shallow, foolish game. Your "theory" relies on a supposed contradiction. But that contradiction is a classic example of the self-inclusion paradoxes that plague naive set theory.”

That’s a very interesting thesis. The problem with it is that while my work has never relied on naïve set theory in any way, the only contradiction you claim to have found in it stems from … naïve set theory! More puzzling still, no matter how many times this is pointed out to you, you can’t seem to wrap your mind around it.

Once I’d examined your anti-CTMU, anti-Langan tirade and noticed your complete misunderstanding of certain basic terms that you were ironically accusing \*me\* of not understanding (“set”, “set theory”, “model”, “syntax”, etc.), I became very curious. How, I asked myself, could somebody like this graduate from college in a math-related discipline? How can he issue a critique this incoherent while managing to convince himself that he’s actually saying something intelligible?

I still don’t know for sure how to answer these questions, and to be honest, it nags at me. People who can’t see directly in front of their faces are a dangerous chronic malady of the human race.

Mark Chu-Carroll: “But that contradiction is a classic example of the self-inclusion paradoxes that plague naive set theory. The entire argument is nothing but rubbish - if you build on an inconsistent basis, you get an inconsistent result. Naive set theory is inconsistent, and you use it to get an inconsistent result. All of your weaseling verbiage is irrelevant - you refuse to address that key point, and I think it's perfectly clear why.”

After the number of times I’ve told you that the CTMU has nothing whatsoever to do with naïve set theory, your refusal to come to grips with it is nothing short of pathological. You need professional help, Mark, and I’m not kidding about that. I happen to know a PhD neuropsychologist (topnotch degree, research background, hospital residency, the whole nine yards). Would you like me to have her explain to you how you can obtain treatment?

Mark Chu-Carroll: “In addition to that, I think that you're a troll. You argue that you don't have the time or interest to actually discuss your "theory" here - but you come back, time and time again, spending foolish amounts of time writing insulting diatribes about how the other commenters aren't worth your time. That would make no sense unless you're a troll.”

I beg to differ. There are two main reasons I’ve taken so much of my valuable time to respond to you and your friends.

First, I do it for the sake of those whom you’re misinforming about my work. When you tell lies about somebody and his ideas, as you’ve been doing here, you don’t have the luxury of complaining when he takes the time to set things straight. After all, busy people land on your site, glance at your self-promotional blurb (in which you almost make it appear that you know what you’re talking about), read the top of the page, and then glance at the most recent (usually uncomplimentary) comments at the bottom of the page. On the strength of what they see, some of them erroneously assume that your critique is some sort of expert consensus, as opposed to the aimless bloviation of just another opinionated part-time blogger whose “math expertise” is confined to writing boilerplate code, and who is weighted down by the bursting load of pseudonymous toadies in his pants. Many people get their information from the Internet these days, and the half-baked output of people like you can gather undeserved momentum.

Secondly, I do it because I have a hard time giving up on people. You know next to nothing about my ideas, yet have held forth on them very unkindly and very inexpertly. Unfortunately for you, there’s much more to them than you’re apparently capable of grasping, and I really do think that you may suffer for this somewhere down the line. Many people, including you, will probably at some point see you as a reprehensible character if not a complete idiot.

Remember, the average person wouldn’t dream of attacking somebody for no good reason the way you’ve attacked me and others in this blog. Even where the ideas you criticize are mistaken (as some may have been), well-meaning people simply don’t behave the way you do.

Mark Chu-Carroll: And you simultaneously argue that (a) the fact that you have absolutely no qualifications at all is irrelevant to any discussion of your "theory"; (b) that all academic and scientific credentialing is broken, stupid, and pointless; and (c) that you will not discuss your "theory" with anyone who lacks the credentials that you disdain.”

(a) I’m not entirely without qualifications. Like everyone else, I have my own particular combination of intelligence, intuition, talent, and knowledge. It’s just that I lack the qualifications written in fancy calligraphy on the very expensive tickets called “degrees”. (Some people assume that this is entirely my fault, but it’s not quite that simple.) In fact, I wouldn’t trade the qualifications I have for any number of doctorates in any number of academic fields from any number of universities. I can already squash most academics, if need be in their own fields; why trade that for being one of them?

(b) It’s hardly my fault that the academic credentialization process is broken. Nevertheless, it most certainly is. While academia would be anything but "pointless" if it were in good running order, it will indeed remain “broken” as long as it is not.

(c) Nobody but a fool, having been unfairly pigeonholed by someone like you as a “crank”, would be stupid enough to share his ideas with you in depth. Given possession of an original theory that he values, nobody but a fool would reveal it to pseudonymous vipers like the ones infesting your forum. Given that academia determines who get credit for intellectual productions, no rational person without academic credentials (or any dependent form of security) would be so foolish as to indiscriminately share his intellectual productions with credit-hungry, publish-or-perish academics for the mere privilege of being ignored, insulted, or perhaps even plagiarized by them.

In short, the reason I don’t discuss my work in depth with people like you is … you, and people like you. You’re the problem, and that’s something about which there can be no doubt in any rational mind.

Again, I’d never dream of attacking somebody out of the blue the way you did me. Decent people simply don’t do things that way … unless, of course, they’ve first been attacked by people like you, Rubix, Fringe, and so on. Even though anonymous critics and their ringleaders are a dime a dozen and notorious for spewing smelly mud like ruptured sewage lines, the bunch of you are simply beyond the pale. Obviously, any hostility associated with your squirting behavior falls on your heads alone.

Mark Chu-Carroll: “I simply can't take you seriously. Either you're one of the most self-unaware nitwits that I've ever seen, or you're an intelligent but malicious troll. Either way, I find you boring.”

Let me explain something to you, Mark. When you attack somebody and his ideas on your blog like a rabid cur, venting your meanness and getting your jollies by using all kinds of ungentlemanly pejoratives, and the person you’ve attacked shows up to defend himself, you really shouldn’t call him a “troll” for doing so. If he then points out to you that your criticism is based on a theory (naïve set theory) that has nothing to do with the theory you’re attacking (the CTMU), you are morally obliged to amend your critique, retract your pejoratives, and apologize for your insults. If you refuse to shoulder your moral obligation in this regard, then \*you\* become the troll.

You, Mark Chu-Carroll, are definitely the primary troll here; the juvenile trolls only gathered because they smelled meat. You might as well live under a bridge, polish your scales, and gobble up unwary billygoats.

As for the kind of troll you are, that would be an ankle-biter, and as for your primary tactic, that would be “bite-and-run”. Think of a badger that sits at the mouth of its hole, waiting for a pair of ankles to appear. When a juicy ankle comes into view, you rush out with a terrible snarl and set to work with your sharp little fangs, biting the targeted ankle as hard as you can! But then, when the biting victim picks up a stick and raises it to swat you as you so richly deserve, you hotfoot it back into your burrow and disappear down the chute like yesterday’s dinner.

After all, it’s much less painful for your anonymous above-ground friends to take the beating in your stead; they’re not even real badgers using their real names, but just a gang of pseudonymous, waddling wraiths without a functioning synapse among them. They’re usually not even aware of being swatted, and when they are, the pain doesn’t last.

As I say, it’s all very cowardly and deceitful. You know, you very well could be right - perhaps you and your evil little hunchbacks really aren’t worth the bother after all. But unfortunately, there remains a bit of unfinished business involving your doltish partisan Rubix.

It has now become obvious that Rubix is using the old “shotgun technique” of semi-pseudonymous Internet debating: spray disjointed nonsense as indiscriminately as possible, and hope that by some insane, one-in-a-million freak of chance, something will stick (after all, the other fellow is using his real name). Or hope that your opponent, realizing that he’s addressing a pseudonymous pea brain, will give up and go away.

But again, Rubix has foolishly waded into one of the many areas in which he is plainly as blind as a newborn blue-footed booby in the Galapagos fog.

Rubix: “You argued that evolution was unfalsifiable. I gave you clear examples of why this was false. You argued back saying "Well, any contradictory evidence you find will just get treated as a local anomaly or explained away as a way to keep evolution from being labeled as false." So, to directly give an analogy, I gave you a story of something that involved a falsifiable concept (gravity) and some apparently-contradictory evidence (floating ball) and a logical explanation as to why it doesn't necessarily mean we should falsify the theory based on that evidence (windy beaches, our knowledge of forces, etc).”

Well glory be - now we’ve finally got some physics to sink our teeth into.

Gravity is a well-confirmed experimental fact. So is evolution. Can they be treated on the same footing?

Let’s have a brief look. As I explained, evolution is tautological because under analysis, it is seen to be a system of linked definitions captured by the relationship of physical embedment (of an organism) in its causal environment. Could something like this possibly apply to gravity? Could gravity follow from the embedment of physical objects in the physical environment and their consequent dependency on physical causation, as the overall theory of evolution?

Well, not according to classical mechanics. Back when gravity was seen as a force, i.e., the gradient of a potential, inhabiting an invariant medium as content (rather than as a variable property of the medium itself), matter was seen to obey the force. But unfortunately, nobody knew why the force should have arisen within the medium in the first place. Hence, matter could not be said to “obey the medium”, but only the force \*within\* the medium, wherever it may have come from. In other words, no tautology.

But then along came Riemann, Lorentz, Hilbert, Einstein, and so on, and the \*force within\* the medium of (absolute) space now became a \*property of\* the medium, reformulated as “spacetime”. The property in question is spacetime curvature. Suddenly, gravity took up residence in the physical embedment relationship as compactly described by Einstein’s field equations (which relate matter to spacetime through curvature), and a tautology was born!

Granted, Einstein followed Darwin in not calling his theory or its summary equation a “tautology”. But take a close look at it. What does it really say? World-class physicist John Wheeler, one of my favorite scientists of all time, put it like this:

“Matter tells space how to curve, and space tells matter how to move.”

How are space and matter related in this quotation? Why, they’re \*mutually defined\*!

Def. 1: Space (the spacetime “environment”) is that which tells matter how to move.

Def. 2: Matter (physical objects, reducing to compact energy packets) is that which tells space how to curve.

Now, in what way is this not a pair of linked recursive definitions, each consisting of a definiendum of which the other is a definens? (Even if one wants to call them “descriptions” instead of “definitions”, they are primitive with respect to the General Theory of Relativity, which means they can’t be unwound without unwinding the entire theory.)

In fact, a pair of linked recursive definitions is exactly what we’re dealing with here, these being the definitions (or if one prefers, the GR descriptions) of matter and its overall physical environment, spacetime. That’s why, on the left side of Einstein’s equation, one sees a expression representing the metric of curved spacetime, and on the right side of the equation, an expression representing the distribution in spacetime of mass and energy.

In other words, Einstein’s gravitational field equation represents a relationship between content and medium, object and environment. But lo and behold, this is precisely what I pointed out to Rubix regarding the theory of evolution! Which of course raises the question: why on earth is goofy little Rubix trying to use a direct, well-structured example of what I pointed out to him as a rationale for rejecting what I pointed out to him?

No doubt about it, the prospects are growing dim for poor little Rubix of Wall Street. But being a compassionate man, I’m still trying to give him credit for at least a flyspeck of intelligence. So is there some way that floating experimental balls - of which the unregenerately pseudonymous Rubix has none of his own, sad to say - can falsify gravity without precipitating the tautological Theory of Relativity out the window, which no atheist-materialist debate hack can possibly afford to do?

I’m afraid not.

But just so Rubix doesn’t run away in tears of hurt and confusion before he has a chance to see the light - which he will no doubt do anyway, as that’s what he always does - let’s recap.

(1) Einstein, prompted by certain implications of Maxwell’s equations (including c-invariance), used recently discovered mathematical concepts, mainly a souped-up version of Riemannian geometry, to “remodel” essentially the same empirical data available to Galileo and Newton in such a way as to turn the half-baked physical embedment relationship of classical mechanics into the sophisticated recursive embedment relationship of the Special and General Theories of Relativity.

(2) This relationship, being susceptible to characterization as a linked pair of mutual recursive definitions (or primitive GR descriptions), has tautological structure. [See definitions 1 and 2 above.]

(3) From this tautological structure, gravity is reborn not as an empirical consequence of observation, but as a tautological consequence of the rational mechanics of the Special and General Theories of Relativity, and there is no way whatsoever to “falsify” gravity without dumping SR and GR like bad and shameful habits.

What does this mean? Well, for starters, it means that if Rubix insists on clinging to his lame attempt at a rebuttal, he finds himself in the difficult position of proclaiming himself an anti-relativity crank. And unfortunately, there’s just no way that one can be conclusively identified an anti-relativity crank and get any respect at all as a good footsoldier for the proud cause of Scientific Materialistic-Atheistic Reality Theory, or S.M.A.R.T. (I’ve chosen the acronym to go along with the Dawkinsian meme “Brights”, which for obvious reasons never really caught on like it was supposed to, and also because anyone who believes in S.M.A.R.T. is an “ass”, which on the heels of “S.M.A.R.T.” yields an accurate characterization of how such people are often perceived when they disparage superior intellects.)

But what about the original data shared by Galileo, Newton, and Einstein alike, all those falling pizzas and head-bonking apples and bending light rays and precessing planets and so on … can’t all of that still be observationally falsified?

Only if one is prepared to get horribly stuck trying to explain all of the data which confirm Newtonian gravity, Einsteinian gravity, and their intersection in flat spacetime. Given that Einstein was forced to resort to a tautological theoretical structure in order to address the deficiencies of Newtonian (non-tautological) gravity, there’s simply no good reason to suppose that it can be accomplished in any theory without tautological structure. (Relativity is what I call an “analytic tautology”; it has its roots in empirical data, but once the tautological structure of the data emerges, science is irreversibly committed to it.)

That gravity cannot be satisfactorily explained in any other way can be demonstrated beyond the shadow of a doubt. But those arguments are so far over the heads of vapid CTMU-deniers Rubix, Fringe, and MarkCC that they might as well give up on math, stock up on face putty, and head for the Borscht Belt to stage a Three Stooges revival for geriatric vacationers (right up the highway from Wall Street). In any case, it is now painfully clear that far from having threatened the CTMU in any way, the entire combined contents of their intellectual toolkits are not worth the ink in the period at the end of a sentence in any CTMU document or written description.

Mercifully for my schedule, nothing else that Rubix has written merits a response. “Falsification metrics”, “no competent mathematician believes in Zeno’s (or Newcomb’s) Paradox”, “science fiction = street/cyberpunk Matrix philosophy”, ad hominem “crank indices” … it’s all complete bafflegab, proving beyond any shadow of doubt that Rubix, not to mention his sidekick Fringe and their spiritual sugardaddy Mark, are as full of it as hog farm manure wagons.

Fortunately, I have my own farm to worry about. And so, having once again squashed these insignificant gadflies like the bugs they are, I’m afraid I must return to the fields.

[Next installment: Zombie bugs!]

**Comment #23:**

"Nevermind the fact that I personally got into Harvard myself..."

Right on schedule: a zombie bug.

A bug that couldn't get into a good daycare center if his mommy were holding him in one hand, and a twenty thousand dollar check in the other.

**Comment #24:**

No matter how thoroughly Mark is ignored, he keeps coming back for more.

Mark: "But when it comes to me... I take rather a lot of flak from other science bloggers, because I'm a religious Jew. And I'm not just a religious Jew; I'm a religious Jew who's a philosophical follower of Martin Buber, and who spends time studying Jewish mysticism."

Then Mark should know better than to falsely objectify me and my work under his own baseless assumptions, casting us as the embodiment of all that he so passionately hates.

Mark: "Of course, Chris doesn't claim to be doing abstract mysticism or spirituality. He claims to be doing science. But as science, it fails miserably, dreadfully, pathetically."

Error 1: Actually, I claim to be doing metaphysics, which means that I'm doing something relevant to both science and spirituality. This has been clearly stated from the outset.

Error 2: Even if the CTMU were called "science" instead of "metascience" (or metaphysics), it would still be valid, hence no “failure”. Rather, it would occasion an extended redefinition of "science" accommodating higher levels of description and analysis.

Mark: "And because he insists on presenting it in dreadful pseudo-mathematical/scientific form, it fails as spiritual metaphysics."

Error: Every CTMU description ever published contains logically consistent and nontrivial mathematical expressions and/or mathematical concepts. However, perhaps because Mark is an instrumentalist to whom understanding alone is worthless, he cannot fully comprehend basic mathematical concepts and terminology. It seems that if something can't help Mark write code, time his oil changes, or count his lunch money, he doesn't recognize it as "math".

As an unabashed instrumentalist, Mark has no business pontificating on spirituality or for that matter metaphysics, of which we may now safely surmise that he understands precisely nothing at all. In fact, his understanding appears to run so far into the red that for spiritual purposes, he is at the total mercy of the demons of confusion and ignorance populating his mind.

Mark: "To be clear about that - Chris constantly bitches about how I've been harping on the set-theory aspect. But it's important, and it's very demonstrative of the kind of problems that pervade his presentation of the CTMU."

Error: Mark's interminable bellyaching about sets is indeed demonstrative, and it is indeed demonstrative of problems. But the problems thereby demonstrated are Mark's various learning disabilities, cognitive lacunae, and sheer pigheadedness.

Mark: "The word "set" is vague. It describes a "thing" which can contain other "things". But it doesn't say what that thing is, or how that thing behaves. That's where set theory comes in. Set theory isn't something vague and detached from discussion of sets. It's what \*defines\* what a set \*means\*."

Error 1: Cantor clearly, not "vaguely", defined the word "set" as the product (or composition) of a perceptual operation, "discerning", and a conceptual operation, "gathering together".

Cantor did \*not\* define a set as "a product of the above operations plus the operation 'including itself (or its power set) as an element', which is perhaps why this dastardly operation is not considered in naive set theory, and why poor, maligned Cantor neglected to drive a wooden stake through its heart and stuff its mouth with garlic ... i.e., neglected to add what Mark considers the crucial (no pun intended) operation of "draculization", i.e., "adding all kinds of rules and qualifications, a consistent version of set theory as it were, so that I, MarkCC, don't get buried under the dreadful, bloodsucking paradoxes I've unwittingly generated by including that last operation there, namely, 'including itself or its power set as an element'".

[Note: Most mathematicians think that a proscriptive axiom (as in ZF) or redefinition and reclassification (as in NBG) must be introduced to standard set theory in order to preclude the self-inclusion operation "after the fact" of Boolean algebra, which would superficially seem to permit it. But in fact, there is another way that Mark has simply failed to consider - it flies right over his head - and it is explicitly locked into the core structure of the CTMU.]

Sadly, Mark fails to realize any of this. Instead, like a pseudomathematical Van Helsing, he leaps into the very same grave-hole that his predecessors dug by introducing the operation of self-inclusion. That is, Mark insists on defining "set" as follows:

"A set is the product of four (not just two) perceptual and conceptual operations: (1) discerning; (2) gathering together (so far so good); (3) ‘including itself or its power set as an element’ (not so good); and (4) draculization, i.e., beefing up the definition of ‘set’ so that set theorists are not permanently buried under the weighty load of set-theoretic paradoxes they have unwisely generated by explicitly including operation #3.”

Of course, Cantor was a much more profound thinker than Mark, and his neglect of the self-inclusion and draculization operations was just fine, for as it turns out, the CTMU foundational language does not treat the universe as a mere self-including set. This, of course, was my point in mentioning such a construct in my essay; I was simply pointing out to Mark and other querulous Van Helsings that the CTMU does not rely on set-theoretic self-inclusion to effect explanatory closure (as it would have to do if the universe were merely “the largest set”).

Error 2: The word "set", as defined by Cantor, does indeed say what a set is and how a set behaves. What it is: a gathering together of discernable elements. How it behaves: it takes form when elements are discerned and gathered together in any quantity. This may not be enough information for Mark, but more is not required for a general description of the CTMU. Why not? Because in the CTMU, the universe is not treated as a mere “set” as defined by either Mark or (more generally) Cantor.

Error 3: No axiomatic version of set theory is included in Cantor’s definition of "set"; the definition is meaningful without it. Rather, the definition of "set" is itself a "minimal set theory" which can be viewed as a general subtheory in which multiple set theories intersect; it differs from standard set theory mainly in omitting the self-inclusion operation, and the further operation of compensating for that operation.

Whereas a set is a gathering together of discernable objects or elements, set theory is a framework for interpreting and ramifying this definition in any context with a model in that framework. However, the CTMU has no model in that framework. As I've previously observed, while it is possible to model consistent versions of set theory in SCSPL, SCSPL cannot be fully modeled in any standard version of set theory. This implies that no standard version of set theory is capable of expressing the full meaning of "set" in SCSPL. Only SCSPL itself, which supersedes standard axiomatic set theory, has that capability.

I’ll ignore the remainder of Mark’s first post, as responding to it in detail would merely occasion the further repetition of something that Mark cannot understand to save his life: that the CTMU does not treat the universe as a mere set, but as a more fundamental and expressively capacious entity immune to set-theoretic paradoxes.

Mark: “As much as I think that Chris's "theory" is a pile of ill-defined rubbish, I don't think that that's an entirely fair criticism. His theory is ill-defined enough that it's hard to be sure exactly what he even means by his set arguments. In it, he never really presents a full model of the universe as a set. He puts up just enough of a sketch to make it possible to knock down with a naive self-inclusion paradox.”

Error 1: Even though I haven't yet explicated the CTMU in full and excruciating detail, the CTMU is not “ill-defined”. It is merely “ill-understood by Mark and others like Mark,” many of whom have not even bothered to read the available material on it. In other words, it has nucleated a confusion-born pile of rubbish in the minds of Mark and his friends. Those piles of rubbish, being entirely subjective, are not my problem, except when people like Mark confuse them with objective properties of the CTMU (and even then, I have more important problems on my plate).

Error 2: The CTMU contains no “set arguments”; sets are invoked merely as a point of conceptual orientation and departure. To the extent that CTMU structure incorporates the “set” concept, Cantor’s definition of “set” is both meaningful and adequate.

Error 3: If Mark were given a thousand years, he couldn’t “knock down [the CTMU] with a naive self-inclusion paradox.” Attempting to interpret such paradoxes in the CTMU automatically invokes their resolutions as an interpretative requirement.

Mark: “But you could create a model of the universe as a set. In a model like that, you'd model the universe as a collection of stateful objects. Things like "position" would then become a part of the state of an object. That's doable in set theory: the "state" of an object is just a collection of relations, which are easy to define. It's certainly not simple, because the state of things changes over time - but that's inevitable, because the universe itself changes over time.”

So far, so good, and what a pleasant surprise! But alas, the pleasure is only temporary.

Mark: “But even if you go that far, that still points out a major problem in Chris's "theory". Because Chris tries to build his argument on the assumption that the universe is-a set.”

Error: In the CTMU, while the universe is indeed a set to the precise extent that it is discernable and amenable to conceptual aggregation, a set is not \*all\* that it is. This generates a paradox for poor Mark, who evidently thinks that if the universe is \*in any way\* a set – i.e., that if the universe contains discernable elements (objects, states, events, relations, operations, and/or so on) which can be conceptually aggregated under the heading “universe” - then (1) it must be \*nothing but\* a set as he obstinately insists on defining it (including operations #3 and #4 above), and (2) set theory must be its foundational language.

Unfortunately for Mark, the CTMU does not treat the universe as nothing but a set, and as a happy correlate of this fact, its foundational language is not a standard version of set theory, but SCSPL.

Mark: “Things like the position and velocity of an object are intrinsic, inter-related properties of the object - not things that are defined by an external universal relation.”

If Mark actually understood the full implications of his statement, his CTMU comprehension problems might go away. But of course, if pigs had wings and jet engines, they could fly to Paris for champagne and canapés.

And so, at the end of Mark's long and unrewarding day, the only valid complaint that he can formulate about set theory and the CTMU is that I haven't fully explained the CTMU / SCSPL interpretation of "set" in a way that tells Mark, who desperately resists any attempt to enlighten him, how to resolve set-theoretic paradoxes. (I could do that in just a few paragraphs, but this is not the right venue, and such an explanation would be a favor to Mark, who has not behaved in such a way toward me that I owe him any favors.)

In any case, I never promised to personally walk Mark through any particular aspect of the CTMU, and the validity of the CTMU can be established independently of any particular standard version of set theory. But if it makes him feel any better, this dialogue has at least made me aware of possible sources of incomprehension which bear extra clarification.

Rest assured, I'll be doing something about that.

Now good day to all.

**Comment #25:**

"He's done nothing but attack my background, Mark's background, etc."

It's really quite scandalous that Rubix of Wall Street, pseudonymous champion and guardian of Mark Chu-Carroll, is such a lying, character-assassinating little blabbermouth, if only because it reflects so poorly on Mark.

Rubix, by the way, doesn't have a "background". Backgrounds belong to people who operate under real identities, as I do. Rubix is too frightened to do that. Why is he frightened? It's hard to say, but we might as well begin with the fact that his last post, so full of venom and vitriol, fails to contain a single true statement. (Maybe there’s one buried in there somewhere, but I seriously doubt it, and I’m not about to waste my time looking.)

Lord knows, I've been hounded by more than my fair share of anonymous dirtbags over the years; it goes with the territory. One almost gets used to it. But I must say, little Rubix here pretty much takes the cake.

Now enough, already. Is Mark such a pathetic intellectual weakling that he can't even fight his own battles ... the ones he starts, like he started this one over three years ago?

What a shameful embarrassment for poor Mark!

**Comment #26:**

First, let me congratulate several of the above participants for the fine job they’re doing arguing on the CTMU side of things … that is, on the \*right\* side of things. It’s a pleasure to behold.

But even though it almost appears that I could safely turn my back on this discussion, I’ll go ahead and add my two cents just for the sake of thoroughness.

AI: "It doesn't matter whether or not you are saying the universe is "just" a set. You have repeatedly stated that you define a "set" to be "a collection of objects" (with no further qulaifiers). With this definition, it is posisble to prove anything. Anything at all. Thus, anything you show using this assumption is meaningless."

Not exactly. You first have to construct a paradox around that definition (which you seem to have relaxed in a way I don’t recall having authorized), using a language that supports the construction and thus renders itself inconsistent (until you slap a few convenient semantic, aka set-theoretic, constraints and definitions on it as an afterthought).

When Cantor's definition is mapped into SCSPL by the CTMU, such a construction is not supported. If you don't understand what that means without "further qualifiers", that is to say, without yet another perfectly transparent description of the language and the mapping in question, I can only say that I'm aware of the confusion and plan to address it...by my own means, on my own schedule. Meanwhile, as far as concerns Mark, I need merely keep him penned up in the little box of errors he unwisely insisted on building for himself. Given his pigheaded refusal to recant, this will require no mental effort at all.

AI: "You can call it whatever you want, but the fact the fact of the matter is that you need a stricter definition before you can proceed. Which, apparently, you have ... So I did a little research and found the paper you published in 2002. And in your SCSPL section, you... fail to really define it. You do the same frustrating, annoying bullshit that Marx does in that you claim your construct has these various properties but it is impossible for anyone else to actually figure out if your conlcusions make any sense because you have not made your assumptions or definitions clear."

I see where you're coming from. But even that terse little description I gave in the 2002 paper you read, let alone its cumulative reinforcement by other things I've written, was enough to characterize SCSPL; one need merely understand the context of that characterization. If you don't understand the context, then either you have your homework cut out for you, or you can simply wait until I get around to doing some more explaining. All I ask is that I not be slurred, defamed, and called names like "crank" and "crackpot" while I'm trying to work.

Remember, I don't enjoy academic perks and protections, I don't have an uncle in the business of publishing scholarly nonfiction, and partially as a consequence of that, I’m often occupied with other matters. Academia has done a sterling job of freezing people like me completely out of the loop, even including "non-academic" publishers, and this is obviously something for which reasonable allowances are required of me...especially given what's at stake regarding this particular theory.

AI: "So, while it may be the case that your theory is consistent, there is no point in trying to convince the world of its truth until you fix basic writing problems that wouldn't fly in a decent high school."

So juvenile delinquent Rubix skedaddles back to Wall Street High just in time for dance class, and now I'm talking to another high school kid with a bone to pick? I guess that here at "Good Math, Bad Math", it just gets better and better all the time. (Seriously, I'd hope you're at least a cut or two above that.)

AI: "Once again, the point is NOT that the universe being a set is what leads to the contradiction (though this does have problems of its own). I realize the set of the Universe has different structure in CTMU, but unless your definition of "set" is stricter than Cantor's, you are reasoning from a contradiction. This part has nothing to do with the universe at all."

Again, that's not quite right. It's the \*CTMU interpretation\* of Cantor's definition, which the CTMU faithfully preserves, that obviates standard set-theoretic paradoxes.

AI: "And if the universe being a set both is unnecessary and takes time to prove, why is it even in the CTMU?"

As I said, set-theoretic paradox is invoked as a point of orientation and departure. When constructing a new theory, one has no choice but to use available concepts as best one can, and it is at least partially up to the reader to allow for this necessity.

AI: "Not that I think you can prove it, since you would have to come up with a better definition of "set" first."

...or a better \*interpretation\* of "set", in a better \*language\* than standard set theory.

AI: "One problem that immediately jumps out is that there are multiple models of computation and definitions of the various linguistic terms that Chris uses, but he doesn't address this."

To some extent, I do address it. Beyond that extent, it need not be addressed, because the context is limited by the structure of the theory, which automatically suppresses irrelevant constructions.

AI: "Another is the apparent determinism of the theory."

Determinism is a problem only where it is exclusive (every theory is to some extent deterministic). The CTMU explicitly accommodates the uncertainty, indeterminacy, and undecidability of reality.

AI: "And while these would not be crippling if Chris were using language as a MODEL for reality, he is saying reality IS a language."

Yes…but let’s not forget what kind of language I’m talking about. It is a language that is also a model, and in addition, a universe unto itself. This is why it is called “trialistic” in that 2002 paper, and that’s why the very title of my theory conforms to this attribute.

AI: "That's a problem, as Mark pointed out long ago."

And as I pointed out long ago, the real problem is Mark, his incomprehension, his uncontrollable resentment, his rabid atheistic fan club, and his/their decidedly unscholarly habits of self-expression.

You know, I think there may be still a certain amount of misunderstanding about me, my situation, and what I'm trying to do. At one time, I too would have thought that somebody in the academic system would have made a minor exception or two for me in view of my extraordinary circumstances – offered a little encouragement, opened a door or two - but unfortunately, academics as a breed don't have it in them. When all is said and done, the vast majority are self-interested creatures of their own impenetrable labyrinthine bureaucracy. Sadly, this renders them susceptible to coercive orthodoxy and mass ideological stagnation.

Some academic apologists, determined to show that academia welcomes the occasional outsider, are fond of citing the example of Ramanujan, an almost preternaturally brilliant mathematician who was taken under the wing of an academic despite his lack of formal education. Unfortunately, that was an utter fluke, a function of that academic’s uncommon compassion, integrity, and improbable ability to recognize very advanced work for what it was.

In deciding how to deal with academia, I prefer to consider the whole story. This naturally includes my own personal experience, which has conclusively demonstrated to me that academia is little more than a glorified trade union … one which long ago announced its unkind intentions toward me by serially turning me away, thus in effect sentencing me to life without parole at hard labor. Given my experience, I have little choice but to regard it as something like an institutional equivalent of Judge Roy Bean with a perpetual hangover, minus the death penalty and fit to be tied. Obviously, trust becomes difficult.

In other words, here's the bad news regarding CTMU clarification: by an accident (or not) of fate or bureaucracy, I'm in complete charge of the scheduling. The good news: this means that it will happen exactly when and how I think best....which is only fair, since it's my theory, and I'm the one who's been putting up with nasty, hideously confused anti-CTMU gadflies for all of these years. I don't work for academia, I don't work for the banks who might have robbed me blind for a university education, I have no peers or colleagues who call me "brother" in their mobbed-up intellectual trade union, I’m not a darling of the rich “genius” foundations, and in consequence, I owe nothing to any of them.

In a way, that's a very good thing. In fact, that’s probably how it had to be. You see, the most profound insight belongs to no mere pusillanimous hack who buys his future at the cost of his soul. It's not just a myth: truth serves no master but God Himself, and holds in contempt those whom lesser masters have bought . After all, for the purposes of most earthbound masters, truth is a mere inconvenience.

I hope this helps explain why I haven’t been doing certain things the way others do them. In any case, the worst assumption one can make about me is that credentials and intellectual achievements always closely correspond to knowledge and ability. Make that ridiculous assumption with me, and you might as well call it a day, a year, and perhaps even a life.

Just another word to the wise.

**Comment #27:**

"Why do you include a rant about academia in every post?"

I don't. (Maybe you'd better scroll up and do some counting.)

Face it - if I or my work came with an academic imprimatur, certain commentators here would keep their patronizing advice to themselves, or at least feign a little respect when parting with it.

In view of the fact that I’m very tired of wasting my time on such people, whose bad attitudes appear in comments like “there is no point in trying to convince the world of its truth until you fix basic writing problems that wouldn't fly in a decent high school,” an occasional reminder is more than appropriate.

If such reminders offend anyone’s academic sensibilities, that’s a tragedy. But if you want to complain about it, I can only suggest that you dig out your graduation robe and mortarboard cap with the perky little tassel, and take it up with your bedroom mirror.

**Comment #28:**

AI: “That's fine... but until then, don't act like its other people's fault for not understanding. My comment about high school in no way implies I am stil in high school (I'm not), but it was supposed to make a point about the fundamental nature of your writing style flaws.”

I see your point – you don’t want to take the blame for not understanding certain material that you find difficult. But human nature being what it is, people sometimes blame others for their own incomprehension even when it \*is\* their own fault. From where I sit, it's not entirely clear that this is not what you’re doing, at least in part.

As far as my writing style is concerned, I’ll be sure to let you know if and when I need your advice. Until then, I think that the main problem with my writing is that it tends to overshoot the reading comprehension of some readers … sometimes even those with whom I’m trying to communicate. As I say, I plan to compensate for that, and enough said.

AI: “Then [using containment in two senses] is a serious problem. You can't use one word that is key to your entire theory, in two fundamentally different ways, without being clear about the distinction every time. I would recommend coming up with a new word to replace one of the usages in order to avoid falling into semantic pitfalls.”

Again, we seem to have a reading comprehension problem here. My dual usage of containment was spelled out quite plainly. The same goes for other words and concepts about which my critics sometimes complain.

While I plan to make certain points clearer for those who find them confusing, this doesn’t mean that I agree to take all of the heat for everyone’s else’s confusion. Metaphysics is a very abstract field, and those who can’t take the heat for their own confusion should consider staying out of the kitchen.

AI: “If you're going to invoke standard definitions (which you do), don't diverge from the standard usage. You try to apply the regular definition of, say, formal language to things (like the universe) which in no way conform to the standard or concept of langauge.”

Definitions have underlying models. In describing novel ideas, one must sometimes break away from the standard underlying models of certain terms or start over with new terms entirely. Unfortunately, I’ve found that when I do either one of these things, I’m immediately accused of having failed to properly do the other. Under no circumstances does the accuser ever take any personal responsibility for the cobwebs festooning his own cranial vault.

Accordingly, if you really want to understand my writing, I can offer you just two choices: you can wait for future installments, or you can concentrate a little harder and stop blaming others for what you don’t understand. Either accept my schedule and stop complaining about the explanations already given, or take at least partial responsibility for your own incomprehension.

AI: “You blame academia, but perhaps you should look at your own style first. This does not represent a bad attitude, but sincere advice. The only reason I'm actually putting any effort into this at all is because I think you might have something worthwhile, just expressed poorly.”

I don’t think it’s quite fair of you to accuse me of “blaming” academia for anything. That would be futile, as academia is unable to experience remorse or concertedly reform itself in any way. For better or for worse, it is what it is.

My point was merely that, being what it is, and relating to me as it does, academia has unavoidably impacted my explanatory schedule and the amount of CTMU material currently available. Aside from that, it bears no further discussion … unless, of course, someone \*wants\* to further discuss it, in which case there’s really no point in complaining about the topic.

Thanks for giving my theory the benefit of your doubt. Hopefully, we’ll get some real communication going at some point, and you may actually start to feel good about it.

**Comment #29:**

How utterly disreputable!

Having stared at these groaty, ad hominem tarballs of wisdom for the last minute or two, I can't say that they resemble anything but the sour grapes of two whining losers who haven’t won a point despite using every dirty rhetorical trick in the grubby, dog-eared atheist-materialist playbook several times in succession.

Fringe is right. Perhaps now would be a good time for him and his badly whipped comrade-in-arms to go home and lick their suppurating wounds.

As it is, poor Mark will need a mop and a bucket to clean up after them.

**Comment #30:**

(Of course, as we've already clearly established, little Rubix here wouldn't know science or mathematics from "crackpottery" if it leaped up and bit him in his mud-stained nose.)

**Comment #31:**

At the risk of belaboring the obvious, I suppose I should point out that the self-professed mistakes of a Sokal-happy piss ant are its very own.

When a deceitful piss ant lies about its name, excretes in a manner vaguely suggestive of quantum mechanics, and draws a polite dismissal from somebody on the kind presumption that it is sincere even if possibly confused, that’s it. The piss ant has no option to come back later and claim that its respondent was remiss for not nailing all six of its feet to the floor before it could stuff them in its mouth and chew them to stubs. Piss ants generate errors faster than they write, so when they write fast, they defy external correction.

While this can easily be illustrated using the graphs of generic functions, the math can be simplified even more: one piss ant excreting nonsense through one bunghole requires one cork. Even a piss ant can count that high (and of course, it works great for sock puppets too).

**Comment #32:**

Actually, my little finger knows more about quantum mechanics than can be found in the entire empty head of a gutless, insignificant gadfly like Rubix here.

But I suppose that little Rubix has no choice other than to persist in his nonsense , and will surprise no one by doing so until everyone is puking at the mere sound of him.

What a joke is slimy little Rubix of Wall Street!

**Comment #33:**

Mark C. Chu-Carroll: “I've been trying not to feed the trolls…”

It's good to hear that - autophagy looks bad on a Wall Street CV. But you should also try not to \*be\* the trolls.

Mark C. Chu-Carroll: “In other words, Chris, your response is ‘Since I can't actually point out anything that Rubix got wrong in his comment, I'll just fling pointless insults at him’.”

Rubix got \*everything\* wrong in his comment, Mark. Just like you, every time one of you opens your mouth.

Mark C. Chu-Carroll: “It's absolutely typical of you - content free ad-hominem, in a pathetic attempt to cover up your own dreadful ignorance.”

Mark, you've already been caught red-handed parading around with grade-school misconceptions regarding sets, models, set theory, and model theory. In fact, you've been caught pawning them off as "mathematical expertise". Sheer ignorance, "dreadful" ignorance, is your trademark.

But if you don't understand by now how badly you and Rubix have been thrashed here on fundamental points of mathematical comprehension, you're even farther gone than I already think you are.

In fact, that's the only plausible explanation for your strange refusal to stop biting my ankle, retire to your hole, and cut your mounting losses.

**Comment #34:**

Jeremy: “Chris, I understand where you are coming from. You have been there, done that! Being an autodidact I myself use words the same way: categorically. "Syntax" has many roots and many outgrowths. To represent the word responsibly you have to apply it globally i.e., as a universal category.”

Very good, Jeremy. Given the (low) quality of criticism that my work often receives, I must say that I’m quite impressed with the comprehension displayed by you and at least one or two others contributing here.

As one might imagine, I could write pages on the meaning of “syntax” in the CTMU, and will at some point be doing so publicly. Fortunately, however, I don’t have to do so here: as I’ve already explained, the metaphysically contextualized functional definition of that term is sufficient for a general description of CTMU structure and dynamics.

I agree that touching base at some point might be a good idea. Remember that the Mega Foundation is a point of contact, and we’ll be gearing up some time soon. (It’s the tail end of haying season right now; antique farm equipment being what it is, I’m about hundred acres behind … and of course, there’s an upcoming book to finish.)

Meanwhile, keep up the fine work.

**Comment #35:**

Another grating anti-CTMU, anti-Langan screed from the indefatigable Fringe.

Fringe: "Basically there are four supporters of Langan here: Tim, Jeremy Jar, Anonymous, and Langan himself."

Even if that were true, what's the problem? The main opposition consists of Fringe and Mark Rubix-Carroll. (Even if the latter is not one person as he appears to be despite the pretty pictures, he might as well be in point of mathematical illiteracy and general perspective.)

Error: “He claims that [Cantor’s] definition [of “set”] is immune to naive set theory inconsistencies.”

Absolutely not. One is free to add operations 3 and 4 (self-inclusion and “draculization” as described above) in any standard version of set theory, minus the patches of course, to obtain inconsistencies. I merely say that when Cantor's definition is properly interpreted in SCSPL, these inconsistencies are avoided.

Error: “Then he uses that inconsistencies to infer things. For example, he claims there is a biggest set, a set bigger than any other. Then he speaks about its powerset, which is bigger. This paradox is directly related to his definition, which is inconsistent.”

As just observed, Cantor's definition of "set" is not intrinsically inconsistent, any more than its definitive operations (discernment and conceptual aggregation) are “inconsistent”. It is in fact perfectly consistent as long as it is not misinterpreted or interpreted in the wrong language. Moreover, because CTMU inferences are made in another language entirely, they cannot possibly incorporate those inconsistencies.

Error: “When pointed with this simple fact, his only answer is to deny reality and insulting people.”

Not only have I not "denied reality", but I have steadfastly tried to keep the discussion on course and focused on content - the alleged "errors" in the CTMU, and the errors of the owner of this blog, MarkCC - even as others have insulted \*me\*. If I've sometimes engaged in a bit of tit-for-tat, that was merely in reaction to those insults (up to and including those at the top of this page and at least one other page written my Mark, both of which are duplicated at Scienceblogs). After all, if those given to insults are not themselves insulted, they may never learn the liabilities of rudeness.

OK, that's it. Three strikes and Fringe is out like a light. And now for the preceding screed by Rubix Chu-Carroll.

Error: “I'll pull stuff directly from the CTMU paper itself to explicitly show why it's all nonsense.”

I beg your pardon, but it takes more than "pulling stuff from a paper" to "show that it is nonsense". We see plenty of pulling here, but no showing.

Error: “Langan quotes "mathematician" David Berlinski (another anti-evolution Discovery Institute crank) who says "DNA is just a material macromolecule and yet it supposedly explains everything -- this isn't realistic!"

I don't work for the DI. In fact, I've never even gotten a phone call or a letter from the DI, much less a check. I met Bill Dembski and a couple of other DI fellows at ISCID ... exactly once. (Bill’s a great guy.)

Error: “Chris somehow takes this quote to mean that the information in a DNA string is meaningless without something material to read it, and therefore information is meaningless without physical interaction of some sort.”

"Interaction", yes; "physical", not necessarily. Berlinski distinguishes between the information embodied in DNA, which relies on "causal pathways" – transformative physical interactions with other physical objects or "transducers" - to create effects, and the laws of nature themselves, which do not have the luxury of preexisting causal pathways or physical interactions to create the physical universe itself. He understandably regards this distinction as a matter for (meta-)scientific inquiry. The CTMU addresses this distinction, and the paper goes on to explain how. (Berlinski’s entire essay is on the DI website:

<http://www.discovery.org/a/616> )

Error: “Chris then goes on to say that separating matter and information is like separating the mind from matter, resulting in a problematic duality because you've got matter competing with abstract information abstractly representing matter for primary status."

"Duality"? That should be "dualism". Dualism is part of the problem; duality (or triality) is part of the solution. Again, this is explained in the paper. I suppose that everyone occasionally gets something backwards, but one should try not to use such inversions as bases for one's allegedly substantive critiques.

(Strange – the same silly error was recently made by another CTMU critic at another blog, and he didn’t know anything about mathematics either. Maybe Rubix isn’t Mark after all! Come right down to it, the only thing we know for sure is that he’s not who or what he claims to be.)

Error: "I mean, jesus, it's pure bullshit that gets worse and worse as you read on. It's not that we're too dumb to understand it. It's because Chris overestimates himself and doesn't seem to understand why his arguments consist of ignorant rubbish that is founded on ridiculous premises."

As this sort of ad hominem garbage is of no informational value regarding the CTMU and is thus irrelevant to the stated purpose of Rubix’ screed, it was an error to include it.

Again, three - whoops, five - strikes, and that will about do it for this grubby little crackpot, whose remarks only get increasingly stupid and offensive as his screed progresses.

Good day.

**Comment #36:**

Clearly, Mr. Fringe understands not one thing I wrote.

Error: “What is he saying here? Mathematicians use sets to model things. So (non-sequitur) reality itself is a set.”

Reality is a set because, to the extent that it is subject to scientific inquiry and analysis, it consists of discernable entities subject to conceptual aggregation. One requires no particular mathematical model to infer this; one requires nothing more than the scientific method (admittedly a model of sorts, but I don’t think that’s what Fringe means).

Error: “It's the largest set of all (non-sequitur). Every set has a larger set, like its powerset. Contradiction. So he infers reality becomes more than a set (inference from inconsistent hypotheses not related to the contradicting hypotheses, but for a third one).”

The first three sentences almost make sense, except for the "non-sequitur". (Reality obviously coincides with the set of all things real, which is the largest real set) The last sentence appears to be saying that in order to infer that reality is more than a set, one must adopt inconsistent premises. That’s ridiculous.

Error: “You see. He assumes an absurd hypothesis (that there is a largest set), who he can because of his naive definition of set is loose enough, and he actually tries to infer something from that. I would call this to infer things from naive set theory inconsistencies.”

Wrong – I merely \*referred\* to a certain paradox involving the “largest set” concept in order to make a point regarding ontological closure. The paradox in question is explicitly precluded.

Having replaced himself at the plate after striking out the first time, Fringe has now doubled … that is, he has struck out twice.

I’d write “Batter up!”, but that would merely occasion the end of the inning.

**Comment #37:**

What a surprise - more Rubix.

Error: "Almost every idea in the CTMU is unoriginal."

Everything in the CTMU, including the wealth of ageless wisdom to which it gives renewed expression, is wired together in a new and original framework. (Its overall originality is at least partially why so many people, especially fools like Rubix, fail to understand it. That, and the math part.)

Error: "It's all just a messy, fatty, buttery rehash of Wheeler's ideas stuffed inside the moldy potato that is Intelligent Design."

Well, at least we’re up to something more recent than Spinoza and Young-Earth Creationism. (These too are favorite values of X in the timeworn and tattered CTMU criticism which reads "The CTMU is just a rehash of X".)

Error: "We don't even need to take the battle to the CTMU to show why Chris is unfit to claim himself a master of math, logic, and physics."

I don't recall making that claim, although I will say that an obvious numbskull like Rubix here should think long and hard before betting too much of his "Wall Street" lucre against it.

Error: "Just yesterday, he was responding to posts with the fury of rapid-fire but conveniently ran off like a wet cat (as expected) when I posed some basic QM questions to him to expose his ignorance."

I spent most of the afternoon yesterday on a 4-ton tractor, seeing to much more important matters than little Rubix here. After all, I have to grow food for my horses and cows, each one of whom possesses a bigger and better heart than Rubix. (Come to think of it, there’s at least one other major organ to which this may apply as well, three if we’re talking about just the studs and the bulls.)

Error: "Even though he has since returned to this blog to reply to other posts, he's completely ignored the simple QM questions."

How best to put it? It is not the place of a dimwitted little toad like Rubix to play quizmaster with the targets of his various accusations and insults, particularly when playing along with him would have at least three unhealthy effects:

(1) It would reinforce his already insufferable idiocy.

(2) It would allow him to divert everyone's attention, including his own, away from the many basic errors and misconceptions in which he has already been caught (and under which he still mindlessly labors).

(3) It would provide him with yet another opportunity to make mistakes, even after proving himself incapable of understanding anything much more complex than a game of hopscotch.

Error: "Furthermore, Newcomb's Paradox is a dead giveaway of his expertise."

Leave it to Rubix to keep pretending to be an authority on something after being beaten over his microcephalic head with it and then squashed underfoot like a stink bug.

And now, I guess I'd better announce that I've got to get back on the tractor, lest Rubix suppose that I'm fleeing from the slashes and thrusts of his rapier wit.

**Comment #38:**

I count two true statements in your first paragraph, neither of which implies the bogus statement that you made up. The lies you added don’t help.

Regarding quiz games, it appears that we may have another misunderstanding. When I address you, it is strictly for the purpose of wiping your slime trail off my theory. I have no interest in playing games with you or answering your questions. If you were to ask me what letter comes after A, I’d either ignore you or tell you to aspirate a bowl of alphabet soup and pick it out of your nose.

It’s nothing personal – it can’t be, because you’re not a real human being. You’re something like pond scum, only slimier, smellier, lighter upstairs, pathologically deceitful, and (therefore) too frightened to give your real name. This reduces you to nothing more than a minor nuisance to be corrected as I choose.

(No, I didn't click on your video.)

**Comment #39:**

1. Mark Chu-Rubix (misquoting me): "Nobody else is as smart as you."

I never said that. (I recall answering negatively when an interviewer once asked me whether I'd ever met anyone I found smarter than me, but that's a different statement entirely.)

2. Mark Chu-Rubix (quoting me): “You have more knowledge of quantum mechanics in your pinky than I do in my entire head.”

That's right - I wrote that. I’d write it exactly the same way again.

3. Mark Chu-Rubix (misquoting me): "Everyone else makes errors faster than they can write."

I never said that (except about Mark and Chubix). Another lie.

4. Mark Chu-Rubix quoting me): "Your theory is absolute knowledge."

Yes, I wrote that (in so many words).

5. Mark Chu-Rubix (misquoting me): "We're all throwing around mathematical misconceptions left and right."

I didn't say that (except about Mark and his puppets). It's another lie, for a total of 3 lies out of 5 attributions.

Attributions 1, 3, and 5, being lies, must be discarded. So the question is, do either of the true attributions 2 and 4 imply the truth of the alleged summary attribution "You claim yourself a master of math, logic, and physics"?

Statement 2: No. It's unnecessary to be a master of math, logic, and physics to have more knowledge of quantum mechanics in one's pinky than Mark/Chubix has in his entire head. Indeed, this could well be true of anything smarter than an organ grinder's monkey.

Statement 4: No. Absolute truth is a matter of logic, not personal mastery.

So not only did Mark Chu-Rubix lie 3 times out of 5; he drew an invalid conclusion from the only true attributions he made.

Premises: 60% lies

Conclusion: 100% erroneous (i.e., another lie)

If Chubix were Pinocchio, his nose would be twenty feet long and as crooked as a corkscrew. He's a liar, and Mark is (at the very least) his accessory.

But what else is new?

**Comment #40:**

I'm sorry, "Alexander M.", but it is evident from the tone and content of your questions that you haven't actually read my work.

That, combined with your pugnacious attitude and the fact that you are merely another anonymous poster whose remarks are not supported by your name and reputation, means that it is not worth my while to discuss the theory with you until you remedy every aspect of this situation.

But thank you for your interest.

**Comment #41:**

Alexander: "I am quite sorry for my pugnacious attitude,but then again: "How best to put it? It is not the place of a dimwitted little toad like Rubix to play quizmaster...". This kind of insults against other commenters caused me to respond like that."

Apparently, Alexander, you not only haven't read my work; you haven't read the thread. You need to read the entire thread. I'd still have a very long way to go before "insulting" Rubix as much as he deserves to be insulted. He's a despicable little creature ... a liar, an airhead, and quite vicious. (At this point in the discussion, I'm afraid that truth trumps polity.)

Perhaps you can find comfort in the fact that the dirty little bugger steadfastly refuses to provide the least bit of (true) personal information, owing to which the “insults” you deplore cannot be attached to a real person.

Alexander: "My name is Alexandros Marios Konzukov, physics student, no academic reputation whatsoever (although I must point out that you do not have any academic reputation either)."

Very well, then. In lieu of an "academic reputation", I'll settle for a \*real\* reputation of some kind. As I'm still unconvinced that "Alexandros Marios Konzukov" is your name, you can start by providing some bona fides. (Your information should be easily verifiable on the web or by telephone.)

Alexander: "My main point is that a successful theory has meaning only if it can make predictions, if it "gives back" more than you give it."

Firstly, this is incorrect. I've explained why at length; scroll up until you find my discussion of theoretical types and evaluative criteria. Secondly, the CTMU is not a scientific theory, but is explicitly formulated on the metaphysical level of discourse. Thirdly, it does "make predictions" (we need not consider them here, as I'm unwilling to divulge them in this venue). Fourthly, it does even better on the explanatory level...in fact, it is a scientific necessity. If you don't yet understand why, then you might try to read up on it a bit more; in any case, I don’t have the time to keep repeating myself.

Alexander: "However,the CTMU fails to meet this criterion, since it does not make any measurable predictions at all (all statements made are unfalsifiable)."

Firstly, the CTMU contains statements which are unfalsifiable precisely because they are logically verifiable. Secondly, any empirical statement which exceeds the raw data is technically unfalsifiable beyond syntactic and definitional consistency. (Empirical falsifiability is pretty much shot as a scientific theoretical criterion, especially in modern physics.)

Thus, any empirical theory that is not merely descriptive is empirically unfalsifiable. Whereas a purely descriptive empirical theory can be empirically falsified by observational nonreplication on identical percepts, all other empirical theories have degrees of interpretative freedom rendering 2-valued empirical falsification out of the question. (You must have failed to read that part of the thread as well. If you can't scroll up and read it, then I'm afraid I can't help you.)

Alexander: "It contains a lot of statements about the nature of reality, the universe, etc but no explanation about HOW it works."

You've just made a statement that is indeed falsifiable. The CTMU is very heavy on explanation; the problem is that some people are incapable of comprehending it in the forms thus far given. (The same applies to M-theory, but it has the advantage of a solid academic foothold.) In fact, many people are unable to comprehend the object of explanation or the nature of the explanation operator itself. Many of these people can’t even recognize their own incapacity.

Alexander: "The reason why I asked you to post your axioms and predictions is that in a logically sound theory,given its axioms there should be unique conclusions."

All in good time. The reason I'm present in this thread is not to accelerate the timing of those revelations, but to stop Mark Chu-Carroll and his sock puppets (yes, I know - nobody is Mark's sock puppet, why perish the thought!) from smearing the CTMU, and me, with false claims regarding supposed "math errors" that it contains. Look at the title of the critique at the top of the page - it's a piece of false and defamatory idiocy in burning need of correction. The nonsense just beneath it is arguably even worse for its absurd pretensions to mathematical expertise.

If you don't think that I’ve succeeded in correcting Mark's critique, then you need to read the entire thread ... in particular, the parts for which I have been responsible (although there’s some good writing by others as well, excluding the blogger and his clones and cronies).

Alexander: "This would make a first evaluation of your work much easier."

I agree. However, I'm afraid that first evaluations are sometimes a little challenging. Some people have no choice but to wait for the popularizations. If you can wait, they'll be coming.

If not, all I ask is that you refrain from misleadingly passing negative judgments on a theory that you admittedly do not understand.

Have a nice day.

**Comment #42:**

Mark Chu-Carroll: "By Chris's standards, you shouldn't be allowed to comment at all. After all, you've got a false-sounding name, and you haven't done anything to prove that you are who you say you are, or to show your qualifications to comment on the discussion. If that whole line of bullshit has any validity when used against critics of the CTMU, then it should be applied to defenders of the CTMU as well."

That's incorrect. Generally speaking, the typical defender of the CTMU is a model citizen if not an absolute saint next to the typical CTMU critic, who would evidently lie, cheat, steal, and pimp his sister, mother, and grandmother in order to get over on the theory, smear its author, and express his hatred of God and religion. (Think of somebody like Chubix, but whose incoherent babbling is far less voluminous.)

Mark Chu-Carroll: "Also, the CTMU most definitely \*does\* claim to be science. To pull a quote from the introduction to the CTMU, arguing why it's necessary: 'Because the content of reality is a matter of science as opposed to mere semantics, this issue can be resolved only by rational or empirical evidence, not by assumption alone.' Chris has always been rather emphatic about the idea that the CTMU is a \*scientific\* theory."

That all depends on what kind of science one is talking about - the empirical sciences, the mathematical sciences, or metascience (sometimes called "metaphysics"). The distinctions among these types of science are logical and philosophical in nature.

If one is talking about empirical science as distinguished from metascience, then the CTMU is not empirical science. This is because it relies not on empirical confirmation of specific observation statements involving particular perceptions, but on a level of rational discourse that can only be described as metamathematical and/or "meta-empirical". In this realm, "evidence" is primarily rational, just as it is in mathematics.

That is, the CTMU follows not merely from localized observations of specific perceptual content, theorization on which is subject to the problem of induction, but from the manifest existence of perception in general. (To "perceive perception" is to perceive the existence of science, i.e., to assert a particular kind of math-reality correspondence fundamental to the philosophy of science; it involves the high-level rational consideration of empirical correspondences.)

But of course, all of this defies the kind of sullen, bone-headed oversimplification of science to which Mark has repeatedly displayed a barnacle-like attachment.

**Comment #43:**

Chubix: "Anyways, all I will say is that Chris Langan is by \*\*far\*\* the best troll I've ever seen. For that, I have to give him credit. He follows the rules pretty darn well. He's uncrackable. I've wasted a great deal of time trying to get him to admit his scam, but he's just too persistent. I yield, Chris. You win."

Of course I do, Mark. This was written in stone from the beginning. In terms of mental capacity, we’re just not on the same level.

Of course, I keep telling myself that someone like you can reach down through the chin-high mire, grab his own bootstraps, pull with great force, and redeem himself. But when all is said and done, I can only surmise that this is not in the cards for you.

Chubix: "Chris' game is pretty simple. He enjoys being an ass and laughing at people who fall for his troll. He makes up an obviously bullshit theory, and then lets it sit there. He doesn't promote it. He won't simplify anything. He won't explain anything. He obviously can't do this because it ruins the troll."

It's not simple at all, Mark. That's why you've been unceremoniously squashed every time you've made any attempt to address the actual content of the discussion, and why you lack clue one about how to climb out of the hole you've dug around yourself. That's why you resort to lies, libel, and circumlocution - you couldn't successfully argue a point of content if your silly little life depended on it.

Mark Chubix-Carroll: "His intention: hope that someone credentialed will be dumb enough to fall into the trap and grant Chris status (ABC's 20/20, Errol Morris, and Malcolm Gladwell have all fallen for it). People have come to interview him, grant him exposure, get him into a book, allow him on a gameshow, etc. Further bolstering himself with absurd credentials (1600 SAT while napping, 500+ lb benchpresses, 190+ IQ, etc), he's a regular Aleksey Vayner."

Actually, I've never requested attention from any member of the press regarding me or the CTMU. They called me, never vice versa. The press did their own research, usually with care and accuracy, sometimes regarding details I'd rather not have shared with them. I've turned down several high-profile interview requests that any publicity-seeker would kill for. Nobody "allowed" me on their game show; “begged” would be more accurate, as I had to be asked three or four times after completely ignoring the initial request.

In other words, when the media asked me to share my information and/or participation with them, I (sometimes) agreed, end of story. There is no possible evidence you could ever bring to bear in favor of your contention that I somehow "lured them in"; no such evidence has ever existed.

But then again, a total lack of rational or empirical support never seems to stop you from saying what you say. It simply pours out of you in total contempt of logic and decency.

Incidentally, don’t bother wasting more time by denying that “Rubix” is your pseudonym. Rubix is the only participant here whom you have explicitly supported by name; his viewpoint, pattern of ignorance, and style of expression are strikingly similar to yours; and regarding his lies and repeated demonstrations of scientific and mathematical illiteracy, the ubiquitous question “Cui bono?” has only one possible answer: Mark Chu-Carroll, self-styled "math expert".

Now why don't you take your pseudonym(s), your confusion, and your lies, not to mention your notorious self-confessed racism, and go to the devil? He's been waiting for you, and I’m told that patience is not his forte.

**Comment #44:**

What a surprise - more nasty ad hominem garbage from Mark Chubix-Carroll, unredeemed by a single constructive sentence.

Mark complains that I dodge questions, but everything he writes is a dodge ... a perfectly unmathematical content-free representation of his confused and highly negative emotional state, utterly devoid of intellectual value. Having failed to understand one word of explanation thus far given, he promises that more would be wasted on him as well.

Mark's post does, however, carry a bit of unwitting comedic value: it's funny when an unrepentant troll complains about trolling even while handing out free trolling advice and trolling me personally despite the fact that I hadn't even addressed him.

Mark seems to have a desperate need for attention ... \*my\* attention. First his sockpuppet Rubix promised to run away; then it came running back with another bellyful of insults and a pop quiz to puke up. (In fact, if Rubix were anyone but Mark, "troll" would be an inadequate description. "Stalker" would be better.)

Fortunately, because it is clearly Mark with whom we're dealing here - the circumstantial evidence is pretty overwhelming - we can chalk it all up to the fact that he doesn't have a real job any more. He's now a full-time troll...er, blogger...with infinite time on his idle and mischievous hands. Oh, joy!

The way I see it, the main problem here is that Chubix wants a freebie - he wants the freedom to fling insults and libel at me while never giving anybody a real name to which his insults can be returned. It's a dirty, rotten, low-down cheat, a polemical rip-off, a cowardly attempt to dance the ad hominem fandango on somebody else's face without paying a sou to the band.

So here's my offer to Mark: If he will admit to being Chubix (which almost everyone here realizes anyway), I'll talk a little quantum mechanics with him, and we can get to the bottom of yet another relative competency issue that has evidently been plaguing his mind.

How about it, Mark? Personally, I think it would be great if everyone could see what you actually know about quantum mechanics in a “deep” and topical kind of way, don’t you?

**Comment #45:**

Chubix: "We're not the same person."

Like hell you aren't. ;)

There's at least twice as much circumstantial evidence in favor of Mark being Chubix as one needs in order to make the identification with reasonable confidence. This includes the points I already mentioned; the fact that until his last post, he seemed to enjoy access to server data (knowing when I was logged into his site); he spews in the same emotional, content-free way that Mark spews at the top of this page (and elsewhere); Mark unwisely tolerates highly specific and potentially damaging accusations from Chubix that no sane, neutral, emotionally uninvolved forum moderator could afford to tolerate; Mark lives in the Greater NY area, raising the probability that he could easily have had a friend or relative take photos of Wall Street, and so on.

There's a margin of error, but it's now small enough to be considered negligible. As far as I'm concerned, Mark is Chubix, period. So the question is, will Mark confess? He might as well, because regardless of anything that he “and” Chubix may say or do, Mark will be picking up the tab for Chubix from here on out. Chubix’ errors are Mark’s errors; Chubix’ insults are Mark’s insults; Chubix’ libel is Mark’s libel.

All that Mark has to offer at this point is a little honesty. So can we at least get that out of him?

**Comment #46:**

*Disemvoweled by MarkCC*

**Comment #47:**

Let's start over, Mark.

Are you ready to confess to being Chubix?

Remember, you're not fooling anyone any more. The charade is already over; all you need do is demonstrate a little honesty by belatedly admitting it.

(No quantum mechanics, or Newcomb's paradox, until you decloak and come 100% clean. Do that, and maybe we can talk.)

**Comment #48:**

Mark, you're a full of it as a Thanksgiving turkey.

Bottom line: You're in the habit of trying to make yourself look intelligent by denigrating work you don't come close to understanding. This includes any work involving basic mathematical distinctions like set and set theory, model and universe, and syntax and semantics, which you totally misunderstand. Worse, when your incomprehension is revealed, you gather up all of your mistakes in a heavy-duty trash bag and lay them on the doorstep of your opponent, hoping that thanks to the various deceptive techniques you employ in your writing, nobody will notice the switcheroo. But everybody notices anyway.

In addition to being snide and/or downright nasty, your criticisms baselessly accuse your targets of ignorance regarding matters they understand far better than you do. When caught in fundamental mathematical errors, you manufacture pseudonymous trolls who issue lies, insults, and defamatory accusations to your black little heart's content. You're not interested in truth at all; you just want to emerge from the conflicts you initiate smelling like something other than sewer water, and you don't care what it takes to do that. You end up smelling like sewer water anyway.

You claim to be religious, but religious people typically don't behave as you do. You live not by your conscience, by the 3D's - doublespeak, deceit, and defamation. It's all you really know; the "math" is just a distraction. All in all, you’re a stain on the Internet, your mother, and the planet Earth.

Come clean, or go to hell. It's up to you. Either way, you’re no longer fooling anyone.

# Abandon All Hope, Ye Who Enter This Thread

**Comment #1:**

Now, now, Dave. There's no reason to run on and on about how the comments on someone else’s blog ran on and on.

The long, or better yet, the short of it is just this: Mark Chu-Carroll, functioning in his self-appointed capacity as a loud-mouthed hothead and self-styled expert on set theory, model theory, and other branches of mathematics about which he evidently knows next to nothing, got himself good and squashed, period.

Now, I understand that some would dispute this summary. However, facts remain facts.

Incidentally, I notice that this blog, the existence of which I was just today informed in an email, has what look like enthusiastic endorsements from several high-powered atheist-materialists and others of controversial bent.

Are those for real? I mean, with people like that reading this blog, shouldn't you be careful? After all, one of them might lose his head, bumble out of his ivory tower hidey-hole in a fit of antireligious zeal, and subsequently awaken to find himself standing in bare-bottomed glory alongside the impetuous Mark. Not a good or comfortable place to be, one would think.

[PS: You know, I've been thinking of starting up a blog myself. Why continue to pump up the moribund blogs of critics by responding to them as a commentator? Which, of course, raises a couple of questions from the critical perspective. (1) Do you want to be famous? (2) If so, what do you want to be famous AS?]

**Comment #2:**

Yes ... well, it must be quite frustrating for a Columbia PhD in philosophy to have no idea what's going on with something like the CTMU. (I know it would be for me.)

Meanwhile, suffice it to say that the Chu-Carroll "train wreck" is what must ultimately happen when truth (e.g., the CTMU) meets a pack of group-thinking internet jackals who refuse to give it an inch, and worse, fight it with every dirty trick at their disposal.

Now, I certainly don't want to flog a dead horse here. But regarding your confessed inability to distinguish between certain facts (e.g., "Mark was crushed on several key points of mathematics") and non-facts (e.g., "Mark and his gaggle of vicious no-name sycophants held their own against Langan!"), you have only two constructive solutions: educate yourself, or defer to authority. (Standing pat would be nonconstructive.)

Of course, I don't fool myself that you'd ever seek an authoritative finding on this matter, as it might prove embarrassing to you and your friends. But to do so, you'd need to line up one or more reputable mathematicians (scientists, philosophers) willing to argue Mark's "points" under their own names in the full light of day (you probably wouldn't be able to complete this step, as no sane, reputable academic would risk it all for the sake of Mark's half-baked opinions). Then you would recruit a panel of moderators acceptable to both sides, prepare a forum, and let the dialogue begin. Finally, you would be edified by the spectacle of Mark's champions being methodically crushed like dimwitted bugs, mixing their juices with Mark's in a swirling vortex narrowing on a strategically located floor drain.

I predict that you will ignore this option on the pretext that your interest is strictly limited to the "entertainment value" of it all. But there's a problem with that: your ill-advised assertion, just above my own recent comment, that I "earned" a place on some list of "cranks".

Here’s a piece of well-meant advice for you, Dave. If you don't want to find your illustrious Columbia philosophy PhD rear end in a sling of metaphysical proportions, try to refrain from such glaring displays of bias in widely-read public fora. They can get you into trouble.

[Re your suggestion that I not moderate the comments in a blog of my own, I don't consider that practical - there are more anti-CTMU cockroaches out there in cyberspace than there are feet to stomp them, and if they were permitted to generate unlimited ad hominem noise, there would be no chance whatsoever of transmitting any worthwhile information or achieving a constructive outcome. But I do see where you're coming from, and would naturally welcome any comments of a constructive nature.]

**Comment #3:**

Explanation accepted, Dave. I’ll merely point out two salient facts.

(1) Mark did indeed “go after me”, peashooters blazing. I didn’t know him from Adam when he posted his initial critique under the title “Two For One: Crackpot Physics and Crackpot Set Theory”. By the time I took note of its existence, this pungent screed had been splattering the monitor screens of the world for three years on two separate websites, attracting dozens of derisive comments.

Then, when I finally got around to responding, the irrepressible little imp immediately interpreted this as an opportunity to slap up yet another screed with an even more insulting title.

(2) You say that you never meant to call me a “crank”. But if not, then in your sentence

"...that alone is enough to earn Chris a post in the ‘crank’ series, along with other such math-abusers like disprovers of Cantor's diagonal argument and people who deny that 0.9999... = 1,”

it was overkill to follow my name with “other such math abusers...”. It’s a simple matter of style and politesse. When you go too far in your efforts to depict the rationalizations or mental state of someone who has been guilty of insulting behavior, you may at some point be perceived as supporting and gratuitously repeating the insults.

Which brings us to Abbas, who is listed as the Founding Editor of this (meta)blog and is apparently your fellow Columbia University philosophy graduate.

Abbas, may I ask that you exercise just a little of what normally passes for editorial responsibility in this kind of venue, and refrain from lumping me in with those who

"...seem to have rather pathetically mistaken our laughing at them and making fun of them for actually being interested in the nonsense they are spouting"?

While I respect your forthrightness, I presently have no reason to think that you actually care about science or philosophy at all, except as they impact your personal worldview, whatever that might be, and vocational activities - your “day job”, as you might put it from your command console up there in the Italian Alps. Obviously, that goes for my own writings in spades, call them what you will.

In any case, rather than display parallel bias, please feel free to let Dave answer for his own opinions (or not; I don’t care whether he responds again). I merely dropped by after the fact to comment, very calmly I might add, on remarks that you and he had already published. As most of us understand it, that’s the purpose of a "comments" section.

That being understood, I hope there are no hard feelings, and that springtime finds you floating on a fresh-scented carpet of Edelweiss.

**Comment #4:**

Tuuka, I'm afraid that you've made some mistakes here. The rather elementary nature of these mistakes suggests that your understanding of the CTMU is inadequate for the purpose of locating "errors" in it.

By the way, I've read all of Mark's CTMU threads, just as I warned him I would in case he and his friends and/or sockpuppets were foolish enough to compound certain reprehensible and possibly dangerous lines of misbehavior, so this isn't the first time I've seen your complaints. For what it's worth, I doubt that this forum is any more appropriate than Mark's for discussing them.

If I were you, I'd take this opportunity to let it drop, do a little more homework, and only then go back to the drawing boards for another try (if desired). I don't think you're a bad sort of fellow, but my patience has been considerably eroded of late, and I'd hate to have to categorize you as an opponent.

Meanwhile, no harm done.

**Comment #5:**

Very well then, Tuuka.

Your first and most elementary mistake is your evident assumption that you can undermine any purportedly “absolute” theory with relativization. If this were true, then it would apply even to the theory governing relativization, namely (higher-order) predicate logic. But it doesn’t. That's because any relativization is a form of predication, and predicate logic comprehensively governs all forms of predication.

The theory of predicate logic applies under all relativizations that might be predicated of any given argument. Because it stands above any particular relativization, it can be "unrelativizably used" without fear of generating contradictions. So we know immediately that certain predicates, e.g. predicate logic itself, can be “unrelativizably used”.

As the CTMU is a straightforward model-theoretic extension of predicate logic called a "supertautology", you can't relativize your way out of the CTMU either. (You go on to make several related mistakes with regard to specific CTMU properties, e.g. comprehensiveness and support for Wheeler's "Law Without Law", and principles, e.g. M=R and MAP; they fail on basically the same grounds.)

And now, regarding my responsibility to debate critics of my work, I'd like to make two things clear.

First, almost every debate in which I have ever participated on the CTMU has quickly filled up with anonymous gadflies attracted by the prospect of arguing with me, insulting me, spewing specious nonsense related to their childish pictures of the world, and sometimes falsely claiming priority or credit for my work. As this has occurred despite all assurances to the contrary, I no longer entertain such assurances.

Secondly, as I have found most Internet debates regarding my work to be thankless wastes of my time, I now try to restrict my Internet CTMU discussions to relatively well-known individuals in widely-read, well-documented venues in which there can be no confusion regarding who I am, who they are, what my work says, and who wrote my work.

By "well-known individuals", I mean people who must be careful what they say, because if they were to resort to lies or libel, or to display ignorance regarding things they should know, it would reflect poorly on their real-world reputations. That way, it's not just my reputation at stake; it's theirs as well. Thus, symmetry and fairness have at least a chance to prevail.

In case you find this policy hard to fathom, let's try a little thought experiment. Suppose for a moment that you think you see mistakes in the work of Richard Dawkins or Daniel Dennett, both of whom reportedly read this blog. Now suppose that you enter your corrections in some thread here in the expectation that they'll take note. Should you expect a response?

Of course, you'd get no response from either of them; they're too big and important for that. In fact, they're so big and important, and you so small and insignificant by comparison, that they'd be enhancing your personal reputation merely by publicly recognizing your existence, let alone validating you as a critic. (We know that this is true because it has been said in their names, and to their knowledge, with no disagreement from them and what appears to be their near-perfect compliance.)

Now ask yourself whether you're entitled to expect a response from somebody who has been on as many TV networks as Messrs. Dawkins and Dennett (from the US, UK, and Canada to Brazil and the People’s Republic of China), but in addition, actually has a coherent model of reality and thus actually stands a chance of backing up what he says.

As the answer would appear to be “no”, I’d appreciate it if you wouldn’t be so quick to assume that you have some sort of special claim on my time and knowledge. You don’t. When I attend to your critiques or respond to you in any way, I’m doing you something very much like a favor.

Please try to remember this in the future.

**Comment #6:**

Tuukka, you’ve made a few more mistakes here. To your credit, they are of a kind that you wouldn’t even know how to make if you knew nothing at all about your subject matter.

Despite the mistakes, I have to give you additional credit for two things.

First, you’re a straightforward sort of fellow with at least enough courage and intellectual honesty to use your full real name in public.

Secondly, even though you don’t fully understand the CTMU, you understand somewhat more of it than most, and you seem to acknowledge that the CTMU is in some way important. If this is accurate, then it indicates a certain amount of intelligence.

A bit of advice. You are now being harangued by an anonymous gadfly of the sort that never fails to show up in any CTMU-related discussion. These gadflies are entirely parasitic; they never contribute anything substantive, but at best, merely pretend to do so. They are always annoying, but some are worse than others. Some are cunning, street-smart little buggers in a polemical, content-free sort of way, and if one is ignorant or unwary, they can almost appear to be saying something of value (whereas in reality, this is virtually never the case).

Don’t play its game with it until it comes out of the shadows with real, verifiable information regarding itself, thus showing that it is willing to put its money where its mouth is. (If it does that, I'll be sure to swat it for you, a prospect of which it is no doubt aware.) If you allow it to do so, it will merely continue to practice self-concealment as it does its best to muddy the water, outputting progressively more asinine, basically ad hominem nonsense until all that remains is a Chu-Carroll “train wreck”, complete with terminal censorship.

I don’t know about you, but I’m getting very impatient with that sort of thing. If you value my conversation at all, take care to maintain a healthy distance from the fly. Trust me, it will only end up biting you if you feed it.

**Comment #7:**

OK then, “Jesse Mazer” (if that’s really your name, which you seem to admit is presently impossible to verify - I'll give you one more chance to address this problem before evicting you from my side of the discussion).

As a philosophical and mathematical amateur claiming to possess academic credentials in “physics”, you probably have no idea how academia works with respect to complete outsiders – not just people without academic credentials, mind you, but people who may have been actively excluded from academia by roughly the same exclusionary methods that HUAC used during the McCarthy Era (secret eyes-only folders and dossiers, behind-closed-doors reports and discussions, and so on – if you ever heard your grade school teachers threaten students to the effect that some form of misbehavior would “go on your permanent record”, I refer to the college-level analogue).

Here, in my limited experience – and everyone’s experience is limited, is it not? – is how it works.

Academia filters its input by content and context. The CTMU is already widely known to have philosophical (and theological) content not in conformance with academic consensus. (Why is this "widely known"? Because I said as much on national television, more than once, and wrote as much in several places as well.) That alone makes it ineligible for explicit academic support, and thus renders academic publication all but irrelevant. Delusions to the contrary notwithstanding, academic journals do not publish work by nonacademics bearing negatively on academic consensus, or weighing decisively on issues regarding which academia is officially agnostic.

Obviously, empirical observation alone is enough to confirm this for any reasonable person. However, if anyone knows of an academic journal that handles such matters differently but is nevertheless well-respected by most academics, just spill the beans and I'll be happy to drop the editor an email. (I’m out of the academic loop, so I don’t exactly have such information at my fingertips.) While I personally don’t see an immediate need for a flurry of pro forma chicken-scratching, I’m getting a little tired of this nonsense, so just point out the journal, and if I find it suitable, I’ll be happy to provide plenty of mathematical squiggles in which even the most hard-boiled CTMU critics can finally soak their aching heads.

On a related note, you seem to think that the CTMU is free of mathematics. However, that the CTMU is “mathematical” is quite obvious from its inclusion of mathematical terminology. If you believe that the terminology was wrongly or vapidly used, or fails to specify a unique mathematical structure, then the burden is on you to explain how we can know this to be the case.

Of course, that will be a problem for you, as the symbolic rendition of any meaningful formal structure in mathematics is merely shorthand for a set of natural-language definitions, usually those of variables, constants, relational and operational symbols, and auxiliary typography, often accumulated through a compounding sequence of successively less primitive and more heavily-defined structures. Mathematically, symbolic expression offers nothing extra of a substantive nature. At best, it offers an efficient shorthand for purposes of computational convenience; at worst, it confuses and obfuscates from the perspective of those unfamiliar with the operative symbology (as can be readily attested by those who have read many advanced mathematics papers, including professional mathematicians who dare to venture outside their specialties).

I don't blame you for not knowing these things, "Jesse". I do, however, blame you for the derisive tone of your comments and your general (bad) attitude, which seems to imply that you've taken it all into account when in point of fact, you've obviously failed to do so.

I therefore request that you butt out of the discussion, as there's really no need for the kind of comments you've been making here (at least from my own perspective as a central participant in said discussion).

Fair enough? (Or would you rather pull a "Chu-Carroll" on us and display your spectacular ignorance regarding basic mathematical terminology, in which case I fail to see what's in it for anybody but you?)

**Comment #8:**

I'm terribly sorry, Carlos, but my work and I are hardly "tangential to the discussion". Maybe you'd better scroll back up to the top of the page, and then start reading.

By the way, as I've tried to make clear, merely being "a longstanding audience member at 3QD" is not good enough to qualify for any sort of protracted discussion with me. That's because many of the miscreants who have disrupted past CTMU threads have been, or claimed to be, "longstanding audience members" of the fora in which these disruptions occurred.

I'm sorry if I my previous attempts to explain this were too incoherent or incomprehensible for you.

At any rate, now you know (I hope).

**Comment #9:**

Christian is right, Tuukka.

For present purposes, we can start by distinguishing two kinds of predicate: (1) predicates immediately required for the recognition of (perceptual or cognitive) reality, and (2) predicates which are induced from the immediate recognition of reality.

Any induced predicate requires some kind of scaffolding by which induction is supported; the only real way to define an induction operator and specify its products (induced predicates) is to provide that kind of support. Granted, the scientific establishment has long been skirting this requirement - until recently, it has had no choice in the matter - but logic is logic, and logic is something to which science must eventually answer.

I'll be more specific. You're trying to construct a predicate, "the successor of 0" (where 0 = 0\_i, as Christian observes), which itself requires a supporting framework or "model" in which it is properly interpreted. Unfortunately, you refuse to specify the value of the index, i.e., the model you intend. Then, while making no effort to remedy the situation, you try to construct an even more complex predicate involving supposed conflicts among the values of i with respect to the original predicate. And then, for the grand finale, you try to blame it all on the CTMU, which is so-derived as to accommodate all possible interpretative relativizations.

Conveniently enough, this leads us directly to "Law Without Law", which means:

"There is nothing prior or external to natural law itself from which natural Law could have arisen."

The CTMU and SCSPL describe the structure imposed on reality by this ontological, in fact logical, requirement. That is, in the context of perceptual (observational, scientific) reality, any naïve formulation of predicate logic must be made inductively idempotent, i.e., implicitly "self-extending" through the CTMU. Otherwise, global reality-theoretic applications of predicate logic are not supported.

As there's no way out, why not save yourself some trouble and reconcile yourself to the adamantine nucleus of 21st century reality theory? After all, it's been firmly ensconced in the popular culture for over a decade now, and was first announced over a decade before that.

(To blunt any further outbreaks of academic snobbery in the 3QD audience, I should probably add that to object to the CTMU on the grounds that it hasn't been published in what most academics consider a respectable academic journal is not only beside the point, it's terribly dishonest and hypocritical. That's because the CTMU-shaped hole in the academic literature is, at this point, academia's own fault.)

**Comment #10:**

You continue to make mistakes regarding my theory, Tuukka.

I don't want to have to deal "the hard way" with your erroneous CTMU pronouncements. But in return for my going the gentler route, could you please try to catch some of your own errors before I have to do it for you?

Thanks.

**Comment #11:**

Hamid: " 'Actually, I would love to see Richard Dawkins take you on.' - Dave M.

"So would I, because I think it's possible for Dawkins and Langan to find common ground...not on the issue of God or evolution, that really would not be a productive conversation at this point probably, and it would be a waste of both their times, and there are vested interests in keeping the conversation simplistic. Rather it should be on the topic of simulation in life and the universe."

Hamid, the notion that Richard Dawkins and I should get together in a spirit of reconciliation is touching.

However, although I'd be perfectly willing to participate in such an exercise (especially if I could do it over the net – this ranch is over a hundred miles from the nearest major airport), Dawkins would not. Being a darling of the academic establishment, he is in a position to hide himself away inside the ivory tower from those who disagree with him, especially nonacademics, and will almost certainly do so in my case. Why? Because his pet issue is the question of the existence of God, and he very well understands that on this particular question, it's not the Discovery Institute or William Lane Craig about whom he most needs to worry.

Against (e.g.) Craig, Dawkins would be up against a very capable debater who knows well how to blunt and deflect standard attacks on theism. Because Dawkins himself is a very capable debater who knows how to deliver such attacks with great wit and aplomb, the likely outcome would be a draw ... just as it usually is in such contests, with neither side having a clear and decisive advantage. But against me, Dawkins would be far more likely to emerge the clear loser. That's because I have a well-developed logical picture of reality, and this is just the kind of advantage that could break the symmetry.

Let me put this as succinctly as possible: in any fair, content-based debate against me regarding Dawkins' pet issue, the existence or nonexistence of God, he would lose. He would lose even if he joined forces with Daniel Dennett, Sam Harris, Larry Krauss, Steven Pinker, and a slew of other top (atheistic) academics skimmed from the cream of the university system. Why would they lose? Because, despite any and all assumptions to the contrary, they lack a well-developed logical understanding of reality, and any fair, content-based debate is ultimately decided by logic.

Many people are under the illusion that Dawkins and company possess a logic-based picture of the world. But they certainly do not. If such a discussion were allowed to proceed without content-free polemics, rhetorical diversions, playing to audience bias, staged disruptions, and so on, this could be unequivocally demonstrated. In fact, it would be a shut-out. In very short order, I'd be washing up while Dawkins and his friends pondered that which haunts their dreams: the new prospects for logical theism and world religious unity unleashed by their fondness for atheistic grandstanding.

No, I wouldn’t be looking for a debate between Dawkins and me. He's simply not up to it. Besides, it would amount to something very much like "cruelty to academics", and who wants to be guilty of that? ;-)

**Comment #12:**

Who are you, F.J.A.?

**Comment #13:**

Very well then, Frank.

For essentially logical reasons, reality incorporates variously-bounded levels of freedom. Accordingly, bad things can happen, even to good people. That's what "freedom" means; goodness or teleology, not being universally determined (at least on localized scales), can be counterinstantiated.

As a conduit of reality, man too is free. He therefore has the following choice: either cooperate intelligently to reduce and/or make the best of whatever pain intrudes into the world, or not. Unfortunately, man often compounds his pain through errors of commission or omission. To blame God for this is irrational and irresponsible. It is also to fail a certain kind of test inherent in the nature of existence.

Of course, there's more to it than that, but this will have to do for now.

I'm writing a book on this and other topics. If you want to see more of my theodical reasoning - for example, the full explanation of why the universe is logically required to incorporate freedom - you'll have to wait for the book, which I'll probably be publishing and distributing through a certain nonprofit foundation. The publication date has not yet been set, but should probably come within a year.

**Comment #14:**

Dave Maier: "Chris: I think you give Dawkins too much credit. Of course you're right that he wouldn't be up to the debate, but that doesn't mean he's avoiding it on purpose because he knows he'd lose. In fact I wouldn't be surprised if he hasn't even heard of you or the CTMU. Not everybody watches TV. tomas: Absolutely."

Perhaps you're right, Dave. But are you sure you really want to say so?

You see, if you're right, then Richard Dawkins would have to be quite stupid. This would be true for one or both of the following reasons:

(1) It is quite stupid to claim that you know whereof you speak regarding a given subject when you actually have nothing but your opinion to go on, especially if there's more to the subject in question than mere opinion after all (and regarding theology, Dawkins obviously can’t say whether there is or there isn't).

(2) It is quite stupid to claim that you know what you're talking about even while sequestering yourself away from most of the world in the Holy Ivory Tower (aka the universities), thus limiting your awareness to a closed system which filters and/or blocks out any idea not originating or already existing within it, even if said idea receives repeated airplay on (inter)national television and major periodicals and then lingers on the Internet throughout the entire next decade.

If I were Richard Dawkins (which I admittedly am not and would not wish to be), and I were saying some the things that Richard been saying with respect to theology and other branches of philosophy and science, I'd make very sure that I was as up-to-speed as I could be on these subjects … as opposed, for example, to waiting for one of my equally blindered academic associates to tap me on the shoulder and whisper "Pssst! Richard, there's somebody out there who the mass media says is a lot smarter than you, and who swears up and down that he can prove you're full of cow manure!"

Obviously, one doesn't get up to speed in one’s chosen field by assuming that academia is necessarily a one-stop shop on all avenues of intellectual commerce. There's simply no evidence for such an assumption – there can’t be, because academia is a profoundly circular enterprise - and making assumptions on no evidence is something that no self-styled intellectual authority should ever do, especially with the intention of treating or (worse) promoting them as facts.

I suppose I should also mention that several years ago, there was an extremely aggressive and underhanded attack against me and the (former) Wikipedia CTMU article that was traced to the website of an organization called “The Brights’ Net”. If you need three guesses to figure out who ultimately controls this website (despite the boilerplate disclaimers), I’ll give them to you without hesitation. It may be circumstantial, but it’s highly suggestive nevertheless.

By the way, I once had a beard to go with the mustache. This raises an interesting question: does something that sounds like a threat when accompanied by a mustache sound as menacing when the mustache is augmented by a beard? Or do the benign public images of trusted figures like Daniel Dennett and Santa Claus weigh against such a likelihood?

One thing's for sure – as any academically certified philosopher is well aware, many important philosophical issues hang in the balance! ;-)

**Comment #15:**

Tuukka, I think that what Christian and others are trying get at here is that (1) technically, "undefined (or partially defined) predicate" is an oxymoron, and (2) nothing without a proper definition is meaningful, in a strict logical sense, to the people with whom you’re ostensibly trying to communicate.

You cannot specify a definition only partially and still claim to have a “well-defined predicate". That's because a definition, model, or predicate is a mapping into or onto a universe, and must therefore terminate on some specific set of points or relations within or on that universe.

Once you specify the full definition of "the number whose successor is 0\_i", including all definientia thereof, there is no longer a semantic conflict of the kind you propose. Why not? Because you have now specified a numerical universe for your predicate, and thus eliminated any others with which it might have conflicted.

On the other hand, if you specify all (of the usual) such universes, they form a tower of mathematical fields in which your "predicate" must be precisely located (defined, modeled, “predicated”). To wit, where a number is an element of a certain field, you must specify a field in order to define “number”. That’s why mathematicians refer not to garden-variety numbers in their proofs and equations, but speak explicitly of natural numbers, integers, rationals, reals, complex numbers, quaternions, octonions, and so on.

On the other hand, if you choose to define "number" in a general way that applies to the elements of any possible number field, thus to capture the bare essence of what it means to be a "number", then you can't make a contradiction out of the resulting predicate. That's because it means precisely the same thing in every possible universe (and in your terminology, can be "nonrelativizably used"). Moreover, you can’t specify precisely what it means to be the “successor” of a number. All you can do is define 0 as a generic additive identity, which is not enough to define "the number whose successor is 0\_i".

In either case, if you fail to specify a particular universe of numbers in which to model your predicates and any questions thereon formulated, then (1) you cannot obtain an answer to the question "is there a number of which 0 is the successor?"; (2) you cannot claim that the (missing) answer is self-contradictory; and (3) you have no contradiction to use against the CTMU.

I hope this is clear to you now.

**Comment #16:**

Let me recap recent events for you, Tuukka.

1. On your own initiative, you came onto this thread to inform me and the rest of the world that you had nailed me and my theory dead to rights on a certain novel but irrefutable point of logic.

2. Noting that you had made some errors, I tried to dissuade you.

3. You denied that you had erred and persisted in prosecuting the CTMU.

4. At your insistence, I pointed out your primary error of comprehension regarding your target.

5. You denied that you had erred and persisted in prosecuting the CTMU.

6. Somebody else pointed out an obvious but seemingly trivial error that you had made.

7. You denied that you had erred and persisted in prosecuting the CTMU. I was the raccoon, you were the coon-dog, and I was to be treed forthwith!

8. I again tried to dissuade you.

9. Others joined in, expanding on the seemingly trivial error of logic that you now seemed bent on compounding.

10. You again denied that you had erred and persisted in prosecuting the CTMU.

11. I explained precisely what your critics meant, how it ties into your own logical terminology involving "nonrelativized predicates", and (again) why your terminology cannot be used against the CTMU.

12. You now insist that the CTMU is, in effect, trivial and insignificant because it fails to accommodate "nonrelativizable predicates” (as already explained, the CTMU accommodates all valid predicates), and because you, personally, cannot see how it solves the “symbol-grounding problem” or “the problem of joy".

I am advising you once again to desist.

I have no trouble believing that you have your own theory of reality, and that it represents an interesting new perspective on certain philosophical issues. To the extent that it is actually unique, I sincerely wish you the best of luck with it. But now that you have made it very clear how much you actually understand of the CTMU and its relationship to logic, don't you think you'd better return the favor?

Please bear in mind that over the last couple of decades, many people - some having extraordinary IQ’s, and some claiming to be professional academics but strangely unwilling to come clean about their actual identities and qualifications – have tried to find "errors" in my work. Not one has succeeded. There is a very simple reason for this: my work is exactly what I say it is, and by the nature of its design, it is absolutely bulletproof. This is why it has been deliberately marginalized by the very successful, very profitable coalition of Academia, Inc. and Atheists-R-Us. But only a fool would take this marginalization as indicative of its true worth. Regardless of any misunderstandings that have been propagated regarding it, it is in every way valid, significant, and revolutionary.

I'm sure that you have arguments against this, Tuukka. (Arguments, if not all of the logic behind them, seem to come very easily to you.) However, we have now established that you lack the CTMU comprehension to justify detailed answers to your various CTMU critiques, none of which seem to be based on what the CTMU actually says or actually is.

If you like, you may explain your own theory of reality to anyone who is interested. But be careful, as just one of two things will prove to be true regarding it.

(1) It cannot be comprehensively interpreted in the CTMU, in which case it is logically invalid.

(2) It is valid and can thus be interpreted in the CTMU, in which case you should avoid casting any doubt on its fulfillment of this requirement by casting further aspersions on the CTMU.

I hope that we now understand each other at last. Once again, best of luck with your own theory, and thanks for the opportunity to learn a bit about it.

**Comment #17:**

So I guess that's it for Tuukka then. He bravely took his best shot, and missed by a mile.

Tuukka, I enthusiastically applaud your courage, if not your encyclopedic comprehension of logic and analytic philosophy, and wish you Godspeed on the road to whatever kind of insight may inspire you.

But wait a minute ... as far as philosophy and for that matter entertainment are concerned, this really isn't a very satisfactory outcome at all, is it.

After all, we know by reading the glowing references for 3 Quarks Daily that several highly qualified big-name academic atheists count themselves as readers (Dawkins, Dennett, Pinker, and so on - no surprise there, as it's an interesting and attractive site). But it just doesn't seem right that every single one of them would let the Tuukkas of the world go up against mean, God-believing intellectual bully Chris Langan all alone like this.

Are we really to believe that not a single big-name academic atheist reading this blog, while operating honestly and forthrightly under his real, illustrious, and fully verifiable name, has the compassion, intestinal fortitude, and sheer academia-certified brainpower to help poor Tuukka out of his jam?

Isn't one of these dedicated crusaders willing, for example, to defend Tuukka's belief that the CTMU is nothing but an incomprehensible "poem", or that it fails to nontrivially describe the structure of reality, or that it does not imply the existence of God?

Come on, now. Won't the atheistic bedrock of academia send out its best man so that we can see whether or not he, it, and its obedient cash cow, the commercial (technical nonfiction) publishing industry, are all that they crack themselves up to be on the subjects of God, religion, and reality theory?

Yes, yes, I know. Big-name atheistic academics are exceedingly busy "defending science" and debunking religion and all that. Why, it's their public duty!

But still, as almost anyone with half a sniffer is aware, it smells a bit off ... almost like something may be rotten in Denmark, so to speak.

Well, I guess we'll just have to see what happens, won't we.
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Byrgenwulf, instead of bashing each other over the head, why not address the nexus of your dispute by inviting Asmodeus or even Mr. Langan himself to a two-party formal debate over the CTMU? There are several potentially suitable forums, such as the formal debate forum at the Science & Philosophy Forums. Although going toe-to-toe, or more appropriately mind-to-mind, with the reported "smartest man in the universe" might be more than a little dangerous. :-) CaveBat 16:04, 17 August 2006 (UTC)

Thanks - an excellent idea. However, since the very inception of the dispute, I have made it clear to Asmodeus I am more than willing to do that (since he is adamant that I don't "understand" the CTMU): only he has consistently refused to indulge. I really appreciate the suggestion, though. Oh well. I suppose I do have other, more edifying things to do, anyway. Byrgenwulf 16:50, 17 August 2006 (UTC)

**[Response #1](#_Reddit_Debate_1)**[:](#_Reddit_Debate_1) In fact, Byrgenwulf has already debated me (and DrL) regarding the CTMU. In the course of this debate, which he inaugurated voluntarily and entirely on his own terms, he made at least a dozen major errors regarding the target of his criticism. Since there seems to be a bit of confusion on this score, let me provide a concise summary.

**General errors of classification**

In so many words, Byrgenwulf - who identifies himself on his Talk page as Rumpelstiltskin, and claims to work professionally as a graduate instructor in the philosophy of physics - asserted that:

1. ...the CTMU is "pseudoscience" masquerading as "physics". [In fact, the CTMU was always clearly identified as metaphysics (i.e., philosophy), and this was reflected in the original categorization of its Wikipedia article. A philosophical system which does not rely on scientific methodology cannot be "pseudoscience".]

2. ...as a theory of everything, the CTMU must be a theory of physics. [This reflects a misunderstanding of the phrase; the belief that it can only describe a "unified field theory" in physics entails the erroneous assumption that physics is necessarily identical to everything. In fact, a theory of everything is properly classified as philosophical by default.]

3. ...the CTMU was not peer-reviewed. [The journal PCID, in which a paper on the CTMU was published in 2002, is explicitly peer-reviewed by its PhD editorial staff. Although some "ID critics" deprecate the quality of peer review at PCID, peer review is definitely occurring.]

4. ...the CTMU amounts to Intelligent Design theory. [The CTMU predates ID theory and nowhere relies on any part of it.]

5. ...the CTMU is not noteworthy. [In fact, the CTMU was discussed by such major media sources as ABC, the BBC, and Popular Science, and is thus unquestionably noteworthy by Wikipedia standards.]

**Technical errors on Article Talk Page**

In so many words, Byrgenwulf (Rumpelstiltskin) asserted that:

1. ...the CTMU is ruled out by Godel's theorems. [It is not, for it nowhere purports to derive formally undecidable truths.]

2. ...the CTMU fails to choose between completeness and consistency. [It clearly prefers consistency, explicitly substituting comprehensiveness for completeness.]

3. ...tautology is devoid of information. [Since an informative distinction can be made between consistent and inconsistent theories, and inconsistencies take the generic logical form "X and not(X)", thus violating the tautology "not(X and not(X))", there exists an informative distinction between tautologies and their negations in the theoretical context...i.e., between those inconsistent theories containing statements which imply "X and not(X)", and those consistent theories which do not. Impressions to the contrary notwithstanding, it is sometimes quite useful to know that a given theory is logically consistent; hence, tautology carries information, albeit of a higher order than the information contained in most scientific theories.]

**Technical errors on AfD (or AfD Talk) Page**

In so many words, Byrgenwulf (Rumpelstiltskin) asserted that:

1. ...if X is described as a model or theory, then because this description incorporates "the terminology of science", X must be evaluated as science. [As everyone familiar with logic is well aware, science has no monopoly on the terms *theory* and *model*.]

2. ...interpretations of QM are scientific in nature. [They are in fact *philosophical*, only becoming scientific if and when falsifiable observation statements are extracted from them.]

3. ...the CTMU purports to refute General Relativity. [It does nothing of the kind.]

4. ...scientific paradoxes can only be scientifically resolved. [Any scientific paradox can be reduced to a logical paradox of the generic form "X = ~X" (or "X and not(X)"), and thus requires a logical resolution which restores consistency by restoring the tautology "not(X and not(X))" to uniform applicability on all scales of inference. This logical resolution may, or may not, be "scientific" in the sense of falsifiability.]

In other words, out of twelve (12) debating points, Byrgenwulf (Rumpelstiltskin) lost all twelve. To put this in the colorful language of military history and chess, Rumpelstiltskin was "crushed". Consequently, he does not qualify for a rematch.

At such a time as a viable contender becomes available - a qualified, reputable authority whose defeat would do the CTMU and its author some good, and thus make the contest worthwhile - another debate can probably be arranged. Asmodeus 20:11, 19 August 2006 (UTC)

Asmodeus, I hope you do not mind, I have replaced the bullets in your post here with numbers so I can more easily address the points you make.

1. In many of the publications pertaining to the CTMU, it is listed as a "replacement for the Big Bang" etc., while Langan is often referred to as a physicist or a cosmologist. So calling it a pseudophysical theory is not inappropriate. Additionally, the boundaries between physics and philosophy, as you no doubt know, are somewhat blurred when it comes to foundational problems in physics.

2. I never said that.

3. "Peer review" for the PCID leaves one Hell of a lot to be desired. Rather than the normal process, papers are uploaded to the ISCID website (like arXiv, really), and then should a fellow of the institute (of which Langan is one) "vet" the paper, it is published in the electronic journal. Moreover the ideological and systemic bias inherent in the ISCID itself automatically disqualifies theories representing certain viewpoints from occurring; something which, in principle, could never happen in a proper peer review process.

4. I never said that. The CTMU, however, by imparting a teleological side to reality which is expressed through the manifestation of forms as a result of cognitive/computational processes, sits very comfortably with ID - the totality of reality "intelligently designs" itself, one might say.

5. I stand by that - the CTMU is not noteworthy as a piece of scholarship. It might be noteworthy as a piece of popular trivia.

So that's that list of "errors" dealt with.

1. Prove this. Don't just say "this is a technical error". Actually prove it, using rigour and proper mathematical/logical techniques. I know that Goedel and I can prove that if arithmetic is a part of reality, and the CTMU hence must describe arithmetic, then it falls victim to the Goedel's theorem.

2. If the CTMU is to pride itself on being explicated at the level of rigour of mathematical logic, then it must rely on a formally defined description such as "completeness" as opposed to some numinously defined "comprehensiveness". After all, if it is a theory of everything, then being comprehensive (like, say, the works of the old Konigsberg Clock) doesn't cut it.

3. Manipulating logical tautologies cannot yield an increase in information held by the manipulator (that's what I actually said, not what Asmodeus quoted me as saying). All the information is already implicit in the tautologies. Please don't misquote and misrepresent me just to "score points".

That's that lot.

1. I did not just use "model" or "theory", because the CTMU also claims to be an interpretation of QM as well as offer a new "interpretation of relativity". Moreover, just as the boundaries as to whether or not intepretations of QM are physics or philosophy are by no means clear, and there are good arguments for either view, so there are many (technical!) definitions of "theory". Didn't Asmodeus know that?

2. Not necessarily. That depends on whether one accepts a pure Popperian stance on matters or not (personally, I like Quine: we can falsify all we like, but always come up with another explanation as to why an experiment failed). If physics is the application of rigorous mathematical methods to solve empirical problems about reality (which I think is a fair definition taking account of most things from Newton to qubits), then the problem of interpretation of quantum mechanics, inasmuch as it is a problem of assigning descriptions to empirical as well as mathematical objects, has a good claim to being physics. I am sure many professional physicists, as well as philosophers, would agree with me. The point is, the matter can be convincingly argued both ways (I can well understand it being classified as metaphysics), so it is not a "technical error". The "sum over futures" interpretation of QM, appearing only in a boast to the label of a diagram, would need further detailing by Langan in order to be properly evaluated, of course.

3. Well, either the CTMU must disagree in some respects with relativity, or at least the common interpretation of the formalism, or a host of other anomalies will arise, such as the alteration of physical constants. I remember drumming up an idea very similar to "conspansion" one night after supper, after trying to explain black holes to a twelve year old with the better part of a bottle of cabernet down my throat: thinking how, if the "size" of things became smaller, the distance between them would appear to increase, giving the appearance of expansion. However, this concept is so riddled with ambiguities (not unlike the idea of "how fast does time flow?") that it barely merits pursuing.

4. I never said that: Arthur Rubin did in the AfD, after I had just pointed out that the Hawking-Hartle model of cosmology was unveiled not in Hawking's pop science writings but in Physical Review B. It really isn't very difficult to report accurately on source material that is right in front of you, is it? I don't think it's an "error" anyway.

So much for the "technical errors". Asmodeus has not shown me to be wanting in a single one of them!

In short, then, Asmodeus has selectively misquoted me, in order to try to make me look like a fool (using my real name, as well, presumably to try to compound my expected embarassment). However, apart from demonstrating what might either be ignorance or just obstinancy on his part, Asmodeus has hardly made a damning argument...in fact, from what was written above, it seems he has either chosen not to, or is unable to:

represent accurately what is written in a source (a truly elementary ability, I should think)

take account of the vast literature on the logical and philosophical foundations of physics (the CTMU similarly fails in this regard)

demonstrate an understanding of the rigour and care which is necessary when conducting work of this nature

admit that the scholarly credentials of the CTMU are less than lacklustre.

Please Asmodeus, if you are intent on criticising me, do so properly or refrain from doing so: actually make arguments as to why what you say is correct, and what I say is wrong, because I can assure you that many of the points you make, whilst perhaps being defensible in an argument, are by no means "commonly established knowledge"; on the contrary, many of them (like "conspansion" and a teleologically driven self-cognising reality) are decidedly peculiar.

I see from your last paragraph that you are desparate to engage someone qualified, in the hope that by "defeating" them in a debate, the CTMU and its author might be "vindicated". If your performance is anything like as shabby and wishy-washy as that above, I fear for you, me being but a mere student and all, since it is hardly likely that someone more qualified than myself would let things like that slide any more than I would. You claim I "lost on all twelve points". While it is perfectly obvious that you listed just the things that you think I am incorrect on, I did not lose on a single one. Maybe Asmodeus (who may or may not be Langan) cannot even make 12 points properly, let alone defend them. Byrgenwulf 13:43, 20 August 2006 (UTC) (forgot to sign yesterday)

**[Response #2](#_Reddit_Debate_2)**[:](#_Reddit_Debate_2) I'm sorry, Rumpelstiltskin, but you said everything I listed above - often at far greater length - and you were wrong every time. Since you're the one asking for a debate, the burden of proof regarding all of the above points is on you alone. Meet it in something approaching a credible way, and maybe I'll reconsider. But don't try to claim that you asked for a debate and never got one. You did, even though you didn't deserve it and I had no desire to waste my time on it. I'm simply telling you why you're not entitled to another, and why future requests from you along those lines will be summarily denied. Now have a nice day. Asmodeus 21:55, 19 August 2006 (UTC)

Asmodeus, you seem to have missed the point. I am not asking for a debate as an agreeable way to spend my time, because I can think of other, more enjoyable activities. The situation is this. I have made certain statements about the CTMU, which statements you hold are incorrect, and bring up at every available opportunity in some effort to discredit or belittle me. I do not agree that I am incorrect, and hence wish to be given the chance to defend myself (but made it clear that Wikipedia is not the place for that). Moreover, you have not in any way even shown that I am wrong: you have merely made it clear that your opinions and mine are at odds, by claiming that I am wrong.

The burden of proof, moreover, does not lie with me in many of the points made above. If you hold that I said something, it is up to you to prove that I did, in fact, say it. If I claim that you told me yesterday that you are Langan, I have to prove this if I wish to make use of the fact: I cannot tout it at length while I wait for you to prove otherwise (which you obviously cannot).

The whole issue of a "debate", then, arises solely because we are of different opinions on the validity of the CTMU, and some of my criticisms of it (and I have not even scratched the surface as to where it falls down). A "debate" would be a reasonable method to sort out who is right, surely? That way, if I am incorrect, you get to continue pointing this out. Whereas if I am correct, you stop badmouthing me, and I get to continue saying that the CTMU is wrong.

But until such time as you have actually proven me wrong, you really ought to cease insisting that I am. To take a very simple example, and one of the first that arose: completeness/consistency/comprehensiveness. The CTMU must decide whether it is, as Langan often claims, a theory of the level of rigour of mathematical logic. It must also decide whether it is able to explain absolutely every single phenomenon. In other words, whether every phenomenon is provable as an event ("theorem" - we can surely call the theorems derived from CTMU's axioms "phenomena" or "events") within the theory. If the theory cannot do this, it is not complete. If the CTMU wishes to claim completeness, it must prove that this cannot arise. Actually prove, not just state. Alternatively, if it is not complete, but rather "comprehensive", then first "comprehensiveness" must be formally defined, and then it must be shown that the CTMU meets the requirements imposed by the definition, and that these requirements are necessary and sufficient conditions for explaining the whole of reality. Until such time as this happens (and the CTMU paper does not do this, it is more concerned with explication than proof), I am entitled to point out that the CTMU has not yet done this. And voice my doubts that it can do it at all, since already with arithmetic we have a problem.

CTMU must surely explain arithmetic, and the lesson we learn from Goedel is that we can keep axiomatic systems of arithmetic consistent and complete only by the addition of extra axioms to take account of "Goedelian propositions", formally undecidable statements, but each new axiom added will generate a new Goedelian proposition as we read down the diagonal of the Goedel numbering generated by the theory. But, if the CTMU wishes to be based solely on tautological statements, then it must be shown that these additional axioms which would necessarily have to be included, if only for arithmetic (as one of the elements of reality CTMU must explain), are likewise tautological. Which on a very superficial level it appears they cannot be, since if they were tautological axioms, there would be nothing to gain by adding them to the list, as any theorem derivable with them would be derivable without them (I can add {P or not P}, the "fundamental tautology", to any proof without changing it materially at all). Therefore, I maintain, the CTMU fails on these grounds to meet the standards it claims for itself (a "falsification", one could say, inasmuch as an explicitly metaphysical system can be falsified in the true meaning of the word).

I can go into more detail on this and any other of the points above. And particularly relevant, perhaps, to the proceedings here is the issue of whether or not the CTMU makes physical (as opposed to purely metaphysical) claims and whether these claims are accurate and viable or not. But once again Asmodeus, I feel compelled to say that Wikipedia is not the place for this sort of discussion. Should you wish to pursue it, I am prepared to do so. But until such time as you conclusively demonstrate that I am incorrect, I must ask you to refrain from claiming that I am. It is both common courtesy, and the rational way to conduct a discussion.

But the CTMU seems to operate very similarly: make a whole host of claims and assertions, but never actually offer any proof. Use grandiose terms and claim inviolate authority, but never actually support this with concrete evidence. And I am sure that even Dembski himself can admit that the ISCID is not generally regarded by the community as being a powerhouse publisher of cutting-edge scholarly work, and that the peer-review system implemented there is somewhat different to that at other, more "orthodox" institutes.

Please seriously consider what I have written here, Asmodeus. And stop misrepresenting my competence and my intentions. To reiterate, I am not interested in a debate (which has not occurred, since I have refused to enter into one here) as a form of amusement or similar. Rather, I simply wish to vindicate the assertions I have made, none of which are incorrect, without disrupting the proceedings at Wikipedia with off-topic blather. Although, I am not too concerned, since I have neither a need nor a desire to prove to Langan or any other CTMU buff that I know what I am talking about. Byrgenwulf 13:43, 20 August 2006 (UTC)

**[Response #3](#_Reddit_Debate_3)**[:](#_Reddit_Debate_3) First, let me try once again to explain something. Informal criteria like uniqueness, plausibility, and authorship can attract attention to a new idea and thus render it notable. To become notable, a theory does not have to appear fully-formed and fully-justified at the outset; it is enough that it be deemed interesting, and in practice, even this criterion is often suspended. Not that it need be suspended for the CTMU; had the CTMU been uninteresting or blatantly wrong, it would never have been deemed presentable by the major media sources which presented it. Conversely, the fact that it was presented by those sources is enough to imply that it is neither uninteresting nor implausible on its face. Although you are entitled to hold a contrary opinion, the fact remains that other people - not necessarily card-carrying academics, but members of the public and the mass media which serve them - evidently regard the CTMU as both interesting and plausible. For purposes of notability, this places the onus squarely on anyone who wants to prove that it is not. But as you observe, Wikipedia is not the place to do that. For the purposes of Wikipedia, it is enough that others have paid attention to the theory and thereby rendered it notable.

That being understood: in response to your assertion that you "haven't even scratched the surface where (the CTMU) falls down", I say that you haven't even scratched the surface of the CTMU. As regards your specific objections, they make no sense. For example, you insist on treating the CTMU as a standard deterministic derivational (substitution) system with a finite set of axioms and no provision for the generation of novel information; that's utterly mistaken, and an error of that magnitude tells me in no uncertain terms that you haven't read the material carefully enough to understand it or meaningfully criticize it. While some of the points you raise appear to reflect a certain amount of insight, this makes it all the harder to understand your evident belief that they have not been addressed. They have indeed been addressed, and neither you nor anyone else has come close to showing that this was done incorrectly. You can claim that it has not yet been done thoroughly enough for your taste, or in what you think are the right places, or that not enough people have publicly found fault with the CTMU, but not that the available material fails to point to any means of resolving the issues that it raises. If some have failed to recognize this information for what it is, then that's unfortunate. But in any case, the CTMU remains notable, and still shares the highest state of any ordinary theory: not yet disproved.

Even if the CTMU had been disproved, it wouldn't matter in the least. When you introduced the integrity of the CTMU into the editorial processes of Wikipedia as a deletional criterion, you violated Wikipedia's policy of not attempting to judge the validity of the ideas it presents. Because of Wikipedia's unfortunate tendency to let uninformed personal opinion override its own policies and guidelines, this violation was supported, at least by the militant, quick-on-the-trigger sector of the Wikipedia community whose participation was misleadingly solicited for that purpose. You now seem to admit in a generic sort of way that it is improper to insert content debates and validity judgments into Wikipedia's editorial processes, but only after having exploited such tactics to get the CTMU article deleted. For this, you owe the Wikipedia community an abject apology. History is full of colorful characters who have cleverly gamed and manipulated various political systems in order to accomplish their ends; sometimes they did it for the common good, more often not. But even in the former case, their ends were seldom perceived as justifying their means. Similarly, we cannot regard your behavior as justifiable, particularly as your ends and means appear equally questionable.

You and I have had a mutual incivility problem. As you are no doubt aware, this sprang from your initial unfortunate use of pejorative terms like "pseudoscience" and "crank" to tar the CTMU and its author. While this makes you primarily responsible for all of the incivility which followed, I am nevertheless trying to be as fair and as civil to you as possible under the circumstances, and hope that you can manage to reciprocate. But even in that light, I see no absolutely no need to conceal the inalterable fact that your statements regarding the CTMU are erroneous, your errors self-evident (as explained in brackets), and your incorrectness proven beyond any shadow of doubt. These observations have nothing to do with incivility; they have to do with my inalienable right, and responsibility, to call a spade a spade. Asmodeus 22:28, 20 August 2006 (UTC)

OK. Tell you what, Asmodeus, here's an idea: a "ceasefire" of sorts. I still maintain that the criticisms I have raised here of the CTMU have not been addressed at a suitable level of detail: simply saying "you're wrong because you haven't read the paper properly" doesn't cut it. Incidentally, I understand how the CTMU is alleged to allow for the generation of novel information (part of this "self-determinacy", not so, and "unbound telesis" stuff - the ouroboros springs to mind...), but, in the profound words of your friend and mine, John Wheeler, "I am skeptical as Hell"; nay, more, I am certain it is wrong. But anyway, we both seem to be in agreement that this is not the place for this sort of discussion.

As far as the AfD goes, I certainly did not make use of doubts about content to get the article deleted: rather, I made use of policies such as notability, verifiability, vanity, reliable sources, etc. But, one of your major gripes seems to be that I notified members of WikiProject Pseudoscience about the proceedings (actually, I didn't: it was one User:Christopher Thomas who posted notification of the AfD to that board, but I had previously brought the fiasco to his attention - I think by asking for assistance in editing the CTMU from that "WikiProject" - so please don't go hounding him...I'll shoulder the abuse). You maintain that since the CTMU cannot be classified as pseudoscience, the proceedings were somehow "rigged". I maintain that there is a sense in which the CTMU can be tarred with the pseudoscientific brush. However, the only way to settle who is right here, would be an in-depth philosophical discussion of not only the CTMU but also the nature of the physics/pseudophysics/metaphysics/pseudophilosophy boundaries. Which really ought not to be happening here.

The bottom line is that the CTMU article was deleted not because the CTMU is pseudoscience, wrong, or otherwise malformed. It was deleted because the Wikipedia community deemed it to be an unnecessary addition to this encyclopaedia. Perhaps the people who comented in the AfD had a bias against pseudoscience: I wish there was more of that here, as Wikipedia is being abused by various factions to give encyclopaedic legitimacy to their kooky ideas. I am not by any means saying that orthodox scholarship is necessarily right simply because it is orthodox scholarship, but I am saying that of any given segment of society, it is the most likely to hold a position closest to the triad of virtues: Reason, Logic and Reality, which I feel very strongly an encyclopaedia should be imparting to its readers (after all, was this not Diderot's dream?).

I have been acting only, as you put it with reference to yourself, to exercise my inalienable right, and responsibility, to call a spade a spade. The only possible way in which I might have transgressed was in encyclopaedically labelling Langan a crank. I accept that is a little "below the belt", so to speak, and so I cordially ask Langan to accept my apology for that. All my other actions here, I maintain, have been perfectly acceptable, and in perfect accordance with fact.

Particularly, and since this issue has been cropping up in the Fringe Theories proposed-policy/guideline/thingummy, I feel we need to draw a distinction here. You say that if the CTMU were blatantly wrong, the mass media would not have seen fit to comment on it. I disagree. Muscle and Fitness' editorial team is not qualified to decided whether or not a given theory is a viable replacement for the Big Bang. Nor is the BBC. What is notable is that there is some allegedly highly intelligent chap, who, as such an intelligent person is almost socially obliged to do, has a grand theory about the world. This is what the media has reported on, and this is what Wikipedia should contain in articles. Since the media has not seen fit to comment on the technical details of the theory, it being unimportant to their particular angle on the story, this means that the technical details of the theory have not yet had their notability established. Incidentally, an illustration of just how magnificently incompetent the media is to comment on the technical merits of a theory is found in , being "cat-mew"?) and "quantemonocality" or something like that (quantum non-locality?!?). If they cannot even transcribe the words correctly, how can they be considered a reliable indicator of the viability of the theory?

Now, I can understand, I think, Langan's frustration. He no doubt believes that he has come up with a truly valuable theory. While his insistence on it being 100% correct, and being "isomorphic" to all other correct theories, is far from justified or even rational, I believe, the CTMU is certainly not silliness on the level of the Time Cube. And, his ideas have been resoundingly ignored by orthodox scholarship, maybe even unfairly (and I do believe that Langan knows deep down that the ISCID is not exactly "up there"). Academic accreditation is not a failsafe arbiter of quality of thought, as the Sokal hoax and the Bogdanov affair amply demonstrate: but it is the best "gatekeeper" we have in the world at the moment, that can have some claim to objectivity, transcending individual opinions of a piece of work, no matter how educated, informed, or intelligent the holders of these opinions may be.

If I had my way, all articles relating to postmodernism would be removed from this encyclopaedia as well. However, since this has taken off as a thoroughly objectionable trend in academic circles, it would seem that it unfortunately meets notability requirements. I can even imagine Langan looking at that postmodern crap, and wondering why, if that can be included, his theory cannot - if academe can idolise the monstrous out-spewings of Derrida and Lacan, then surely it cannot be an institution to be taken seriously. When I was much younger, I was a great fan of Ayn Rand. She came up with a bon mot which goes something like "the uncontested absurdities of today become the unquestioned truths of tomorrow". I think that is very true, and regard it as the job of everyone with half a brain, and I can assure you I am possessed of a little more than that, to question today's absurdities. It is my opinion, which I feel I can amply justify with sound argument, that the CTMU is just one of those absurdities. Obviously, some people would disagree with me, and think my criticism of it to be the absurdity.

So, my idea of a ceasefire goes like this. I shall cease being so utterly disparaging of the CTMU and its creator. If I do that, then from what I understand of your complaints against me, you can stop being so utterly disparaging of me. This is not to say that we must agree with one another, or even "agree to disagree"; that's pathetic. No, I am still entitled to say that I think the CTMU is incorrect, and you are still entitled to say that you think I am wrong about that. But we can, I am sure, both do it without the invective rhetoric. The issue of the AfD/DRV is a little sticky, since you believe that I acted in bad faith, maliciously "gaming the system", as you put it. Now, I am not sure whether the "we" in your statement is a turn of speech, or an attempt to speak for the Wikipedia community as a whole. If the latter, I must say I do not think that that is an accurate positioning of yourself, but never mind. I can assure you that my actions were not malicious at all; and statements like "Byrgenwulf has been shown to have acted in violation of Wikipedia policy" are not accurate, either. I have not "been shown" to have done that, you are "of the opinion" that I have done that, an opinion I dispute most vehemently. So, while it may be an effective demagogic tactic (and something I have learnt very quickly in this last month is that the Wikipedia community operates something like a post-Soviet mob-frenzy, not something which I believe is very conducive to the processing of knowledge), it is nonetheless an argumentative fallacy, and one which is mightily incivil to boot.

Please tell me, using quotes from Wikipedia policy documents, exactly where and how you feel my actions were against policy. Do it here, in a civil fashion (as opposed to yet another shrill cry of "foul!" over the din and roar of those abominable deletion discussions), and I will do my best to address your concerns squarely and head on. Then we can work through the issue and attempt to find some manner of resolution. I am personally loathe to use formal, bureaucratic mechanisms of dispute resolution, preferring to deal with things myself. I trust that that is an attitude with which you can sympathise; and I am not, despite what you might think, an unreasonable person - I am quite willing to discuss things rationally and calmly...I think many of us have become somewhat worked up over the past few weeks. So, let's give it one more bash, on explicit terms of civility this time, in order to put this whole saga to rest; but if this fails, then perhaps seeking some sort of "higher counsel" might be in order, especially since my intuition tells me a resurrection of the CTMU article is being prepared. Byrgenwulf 10:34, 21 August 2006 (UTC)

**[Response #4](#_Reddit_Debate_4)**[:](#_Reddit_Debate_4) Please, Rumpelstiltskin. I didn't come here to explain to you, for the twentieth time, what you did wrong - how you initially vandalized the article with uncivil epithets like "pseudoscience" and "crank", gamed the system, turned the AfD and DR into content debates, misrepresented the topic of the article after being repeatedly corrected, and misleadingly solicited votes. We've wasted enough time on that already, and if you were sincere about doing the right thing, you'd have admitted it by now. I'm here because you claimed to have asked for a debate on the CTMU and been denied. That was just another misrepresentation.

Driven and comforted by your "certainty" that the CTMU is wrong, you succeeded, by hook and by crook, in recruiting enough support to delete the CTMU article from Wikipedia, thus depriving its readers of something that just might, if you are mistaken, be both true and important. Congratulations. But this raises a question: if by some chance you turn out to be wrong - if the target of your attack turns out to be correct - what will you yield in atonement? Remember, there's no such thing as a free lunch; sooner or later, everyone has to pay the piper and clear the ledger. Of what would you like your atonement to consist? Asmodeus 17:00, 22 August 2006 (UTC)

Alright, Asmodeus, I tried. I still resolutely deny that any of your accusations above are true, but since you insist that they are, and refuse to produce any evidence other than your own opinion, I shall stop arguing about that, lest this discussion degenerate even further into a Punch-and-Judy style "Oh no I didn't"/"Oh yes he did" waste of everyone's time. Asmodeus has also refused to discuss the CTMU on its merits anywhere but in the deletion proceedings and on the article talk page, where I felt such a discussion would be out of place, and hence refused to be drawn into it, offering to discuss it elsewhere rather. But whatever. Arguments about arguments are generally best left to lawyers and continental philosophers.

As for my "atonement", should I ever be proven wrong...how about my soul? I was told I was going to Hell for my efforts to point out some basic facts of reason and reality to the inventor of "Symmetric Relativity"...and I am probably going there for other reasons anyway, so I figure signing it away to Langan (or his daemonic avatar Asmodeus) would be a just "atonement" for putting him down. And, well, the chances of this ever coming to pass are about the same as me having a soul anyway...especially since the CTMU would seem to imply that I actually do have a soul of some form (and given the insistence on falsification made by Asmodeus above, surely the CTMU can, of course, never be proven correct...it can only be disproven, and a rigorous disproof first of all requires a proof that at least makes a reasonable stab at being rigorous, something we have yet to see with the CTMU). What do you think? :P Byrgenwulf 21:35, 22 August 2006 (UTC)

**[Response #5](#_Reddit_Debate_5)**[:](#_Reddit_Debate_5) If you felt that it was inappropriate to discuss the CTMU in the deletion proceedings and on the article talk page, then why did you insist on doing so, thus forcing others to respond to your attacks? But since you plainly have no acceptable answer, let's move on. May we now surmise that if you are incorrect about the CTMU, Langan owns whatever remains of your soul (after you have finished corrupting and/or attempting to destroy it, as by your own admission, you seem to have somehow been doing)? The answer to this question is important, so please think hard about it before answering. Asmodeus 18:31, 23 August 2006 (UTC)

Asmodeus, I have no soul. I am not trying to destroy it, any more than I am trying to destroy Santa Claus. But certainly, if I have one, Langan is welcome to it, should he earn it. Byrgenwulf 19:53, 23 August 2006 (UTC)

Asmodeus, you say, "the CTMU remains notable, and still shares the highest state of any ordinary theory: not yet disproved". That implies that all debaters have operated under some agreed-to and well-defined criteria of proof and that all CTMU statements have passed those criteria. Yet the actual state of affairs is that Byrgenwulf has been trying to get you to commit to any criteria by which the CTMU can be evaluated, but you allow no means of evaluation. So can you please tell us, if not by physical observations or logico-mathematic deduction, how would anyone actually go about trying to disprove the CTMU? In short, what's your definition of "proof"? And can you provide a rigorous definition for "comprehensiveness"? CaveBat 00:24, 22 August 2006 (UTC)

**[Response #6](#_Reddit_Debate_6)**[:](#_Reddit_Debate_6) People who write and/or edit articles in Wikipedia are not required to "prove" the theories about which they are writing. It suffices that the theories be notable...e.g., because they were mentioned and discussed in the mass media.

But just to be polite, I'll point out that there are many things in the world that are not deterministic, but still comprehensive with respect to what they purport to describe. Tautologies are comprehensive with respect to all possible meanings of their sentential variables. Probability distributions are comprehensive with respect to a set of possible events. Quantum wave functions are nonclassical and weird, but they're supposed to be comprehensive with respect to the possible states of a physical system. General relativity purports to be comprehensive with respect to the structure of the spacetime manifold (except on very small scales, but that's life). A lot of people think that science is comprehensive with respect to reality at large - that if science can't identify, explain or predict it, then it can't possibly be real. But this never gets proven. Why not? Because under the current definition of scientific methodology, it can't be.

The CTMU paper in PCID says that with respect to a theory of reality, comprehensiveness means nonexclusion of true statements regarding the universe (as opposed to the deterministic generation of all true statements about the universe - that would be completeness). Just as tautologies hold under all possible meanings of their sentential variables, a comprehensive theory of reality must hold regardless of any undecidables that happen to emerge as the universe evolves; it has the nature of a metaphysical tautology distributing over the physical part of reality and any additional structure thereby entailed (otherwise, reality couldn't enforce its own consistency, and there would be no telling what it contains). Proving that would be as easy as proving that a rose is a flower...essentially, it's true by definition.

The CTMU is based on principles that are supposed to be true of reality as defined on the model-theoretic level, i.e., on the level of the general correspondence between theories or languages and their universes, or equivalently, between the universe and a generic observer of the universe. Here's the good news: the paper gives analytic justifications for a number of such principles. If you want to criticize them, all you have to do is read the paper. But steel yourself, because here comes the bad news: you'll have to go someplace else to argue about it. See, Wikipedia isn't the place.

By the way, I notice that you don't have a user page or a talk page. Why not grab a footful of ceiling and stay a while? That way, if you want to start up a conversation, you won't always have to use somebody else's talk page. You can use your own instead. Asmodeus 17:00, 22 August 2006 (UTC)

CaveBat, you cut somewhat to the quick with your comment above...I'm just a little worried though, for CTMU's sake (nah, not really). Because if "logico-mathematical deduction" is to be ruled out as a method for investigating it, and I agree with you that this would seem to be the case on some levels, then we are left with the problem of induction, which has plagued thinkers from Hume to Popper. But here have a dichotomy; Asmodeus makes much use of Popperian terminology and ideas...despite the fact that Popper showed quite convincingly just what a humdinger of a problem the problem of induction really is. And the CTMU doesn't seem to acknowledge the problem, let alone attempt to solve it, although arguably induction forms quite an integral part of the necessary machinery for the CTMU to work. It makes use of inductive-type reasoning which I think is extremely naive: good common sense, but unfortunately, as Asmodeus himself pointed out above, life doesn't always turn out to be as naively neat and smooth when probed at the deepest level. (It's quite loopy, actually, I daresay, although many people might want to string me up for that...)

Asmodeus, have you read what Quine had to say on the nature of the analytic/synthetic distinction? I ask not to be impertinent, but rather because what you wrote above doesn't seem to take account of it, or even give it a token nod...your argument (and indeed the CTMU) rests on the assumption that there can somehow be "logical primitives" (such as Mind=Reality) which can be meaningfully rendered into so-called "tautological" principles to generate the "super-tautology" that is the CTMU. You see, I understand what you're trying to say about the comprehensiveness thing...the theory needn't churn out predictions (or necessarily statements) like a Turing machine, but rather, any true proposition which does come to pass must be explainable from within the theory, and a posteriori be a necessary truth. Very well.

However, coming up with a theory along those lines means that the theorist will eventually find himself riding a dilemma: either he faces a problem a la Quine where it turns out that his axioms are not tautological, because they actuall entail a whole lot of other, hidden assumptions - as in the case of a rose being a flower: it certainly is analytically true, of course, but not tautologically true, because it depends on a suitable definition for both rose and flower (and hence an indefinitely large semantic network) for its truth-value; on the other horn, if definitions and so forth are to be excluded from the formal system, then all we shall have is a manipulation of trivial statements like {P or not P}. This would require Langan to show how the manipulation of these statements can result in, for example, us human beings typing and reading these words over the Internet (for the other bits of his theory to work, like panentheism, "unbound telesis", etc.). This is something Langan does not do in the CTMU paper, and something which is actually impossible to do in toto. Bootstrapping systems are fascinating, but ideas such as (Mind=Reality) are not tautological in themselves. They are only "tautological" by argument, or by assumption - both of which methods Langan uses to justify them - but this means that they are not true tautologies.

So I am afraid I still don't think you have offered an adequate explanation. Byrgenwulf 21:35, 22 August 2006 (UTC)

**[Response #7](#_Reddit_Debate_7)**[:](#_Reddit_Debate_7) Another day at the docks, another Red Herring Fish-Off. The rules: first, make a bogus statement about the CTMU designed to convince the neophytes that you know what it says; follow it up with a broad allusion to some authority figure of yore, e.g. W.V.O. Quine, which may or may not falsify the bogus statement that you made but sounds good anyway; observe that the CTMU has been falsified by (e.g.) Quine, no less, through the bogus statement in question; and then chortle silently in the knowledge that you've managed to pull off another rigged "debate" about the CTMU, even though your opponent has declined! Finally, lean back and collect the grand prize in the Fish-Off: eight more errors, bringing the grand total to an even twenty (12 + 8 = 20).

1. Rumpelstiltskin claims that "logico-mathematical deduction" has been ruled out as a method for investigating the CTMU. [Obviously not. There's plenty of deductive processing in the CTMU, at least for those who read (not just scan) the available material on it.]

2. Rumpelstiltskin claims that the CTMU does not acknowledge the problem of induction. [The CTMU refers to it directly...and offers a new approach to dealing with it. The problem of induction refers to the fact that in reasoning from specific local observations to all of reality, one must assume the uniformity of nature, which is really what one is attempting to infer by empirical induction. In other words, since one is assuming what one is trying to infer, one is reasoning "tautologically", in a circular fashion. This problem is ubiquitous in the empirical sciences, and it is why no general scientific inferences can be proven. The CTMU, however, is not mere empirical science. Instead of looking for patterns in empirical data, making up a theory to fit them, and then treating the ingredients of the theory as "universal laws", it looks at the general correspondence between theories and data in search of logical (model-theoretic) universals, and then deduces their consequences. It does not assume the uniformity of nature; it infers the uniformity of nature, explaining why certain fundamental properties of nature have to be universal on logical grounds. This is a substantially new approach to the problem, and it is one of the main strengths of the unique theory that Rumpelstiltskin hilariously claims to "understand".]

3. Rumpelstiltskin claims that the CTMU makes use of inductive reasoning. [Only in the logical, as opposed to the empirical or probabilistic, sense...the sense in which any variable or relation can be generalized to an antecedent by inverse substitution. As explained above, the CTMU elevates empirical induction to the model-theoretic level of reasoning, thus circumventing the problem of induction.]

4. Rumpelstiltskin claims that it is wrong to assume that there can somehow be "logical primitives" (such as Mind=Reality) which can be meaningfully rendered into so-called "tautological" principles to generate the CTMU supertautology. [The CTMU does not make assumptions; it works from the inarguable fact that the universe exists, and that we are observing it. The M=R principle simply asserts that mind and reality have a perceptual intersect, which can then be generically used as the syntax of a new sort of mathematical structure called an intrinsic language. The CTMU shows that reality must conform to this structure as a condition of its existence, and accordingly identifies the universal properties of this structure as universal properties of reality at large.]

5. Rumpelstiltskin claims that "a rose is a flower" is not tautological. ["A rose is a flower" amounts to a semantic tautology. To see this, note that "rose = flower" --> "flower = flower" --> "X = X" (a tautology). It is, however, more refined and arguably more informative than a propositional tautology, because less general. Like other tautologies, this semantic tautology takes its form from the self-identity of the universe as a whole: U = U. (The identity relation is a wonderful thing, especially when manifest in the logical self-similarity of its single reland.)]

6. Rumpelstiltskin says that the CTMU fails because it requires an "indefinitely large semantic network" for its semantic (definitional) tautologies. [The CTMU invokes a general principle called the MAP for this purpose. The MAP says that the network is closed. The PCID paper even contains a drawing which illustrates this form of closure.]

7. Rumpelstiltskin claims that Langan has failed in that he does not show how the manipulation of tautologies like "P or not-P" can result in the world we see around us, and that in fact, this is "actually impossible to do". [Langan does more than merely "manipulate tautologies" like P or ~P; he generalizes the tautology concept and thereby takes logic to its inductive limit: a protean ontological groundstate relating to the universe, from within the universe itself, as ontic potential. If one likes, one can regard this protean ur-tautology as a primitive form of "selfhood" which gives rise to tautologies and "logical primitives" alike. Logic and the universe exist; hence, this property must hold, and assumptions have nothing whatsoever to do with it.]

8. Rumpelstiltskin says that although bootstrapping systems are fascinating, ideas such as (Mind=Reality) are not tautological in themselves, further claiming that Langan erroneously uses arguments and assumptions to establish that they are tautological, and that for this reason, they are not true tautologies. [Once again, the CTMU does not rely on assumptions. If Rumpelstiltskin can't see this, it is no doubt because he does not understand how CTMU principles have been logically inferred.]

9. Rumpelstiltskin says that CaveBat has "still not offered an adequate explanation." [With this, I happen to agree. Good thing - otherwise, Rumpelstiltskin's error count would be 21 instead of "just" 20!]

Twenty (20) errors and counting. Asmodeus 18:31, 23 August 2006 (UTC)

What utter nonsense. A Fish-Off it most definitely is. It's hard to catch all these Red Herrings, what with Asmodeus seemingly running a breeding farm with a direct channel of access to this little dockside quay. So let's see...

I never said that. I said that logico-mathematical deduction would appear to be ruled out on some levels. An example of this is that the CTMU is not a "theory" which produces "theorems" which may be deduced(!) from the assumptions, but rather simply requires the non-exclusion of truth. Please do try not to slant what I say, Asmodeus...I am, believe it or not, sharp enough to pick it up. Unless you're doing it unintentionally, in which case I apologise...I suppose Hanlon's razor might be a good tool here.

If the CTMU looks at the the "general correspondence" between theories and data, and then infers from whatever particulars to whatever generalisation, it is making use of induction. It does not overcome the problem, I am afraid, only attempt to sweep it under the carpet with the aid of flash-bangs and polysyllables to distract from what is happening. How are we to know that the principle {not(P and not P)} always holds? Only ever through empirical observation and the endless (and probably futile) vigil for a falsification of it.

Well, "reasoning", I would hope, ought to be logical (otherwise we might as well give up right now). It is obvious to anyone reading this that I was talking about logical induction there. I don't actually know what your point is.

You're tangling your meta-loops here. This observation, being, as you call it, a "perceptual intersect", is inherently a product of mind. Existence, for that matter, is a predicate the existence of which (sorry) cannot be assured outside of mind. Not that I am promoting idealism, but the fact is that these matters are far more subtle than the CTMU allows for. Moreover, at some point, we have to include logical primitives of some form.

"A rose is a flower" is an analytically true statement. While it may be a semantic tautology, it is not a logical tautology, and there is a huge difference. Moreover, M=R is only a semantic tautology (given an argument like "perceptual intersects" and things), not a logical tautology. If the CTMU deals in mere semantic tautologies, analytic truths, then it is somewhat meaningless. Which is the point I was making, as, I thought, was obvious.

The MAP amounts to an assumption (or "externally imposed requirement for consistency's sake"). Moreover, it is expressed in a meta-language, not the object-language, of the theory. Try to untangle those meta-loops, Asmodeus. And drawings, I am afraid, do not impress me much when it is proof and rigour I am after.

"Generalising the tautology concept and taking it to its inductive limit", Asmodeus, is a little like homeopathy...the mistaken idea that things become more potent, the less relevant substance they have. Langan does not show how this can give rise to anything. He says it does. There is one Hell of a difference. I can say that integrating the Wheeler-DeWitt equation yields a plate of fish and chips as an answer. I can probably even give a reasonably coherent argument to that effect. But it doesn't make it true. Once again, whatever gives you the idea that logic exists as anything apart from a human construct, an aesthetic imposition upon man's environment? No, a theory like the CTMU must explain why logic works as means we use to function in our world, but without the use of logic itself, otherwise, once again, we get our meta-loops all knotted up.

What a whopper. The CTMU's principle are logically inferred, are they? From what? Empirical observations? Rational cogitations? The pink, pink sky? The point is, the buck has to stop somewhere. Langan tries to stop the buck by imposing constraints like MAP. But this is itself an assumption, or, if you like, an "observation" (be it ever so rational and well-motivated, even seemingly "necessitated"). Finally, if the CTMU's principles are logically inferred, that means that there must be some sort of argument to arrive at them. You're contradicting yourself, Asmodeus, and painting yourself ever more tightly into that corner.

It is perfectly clear to any reasonable person I was addressing Asmodeus, not CaveBat there; and it is also perfectly clear that Asmodeus knows this. Er hrm.

In actuality, the CTMU amounts to little more than the realisation that "I can make a list of principles such that nothing in the world contradicts these principles". Which is completely trivial. Here's one: "Everything happens by God's will, including his own existence". Yes, yes, I know that the CTMU is "isomorphic" to that one, in a rather distorted sense of the word "isomorphic". But once again, the truth, and hence worth, of a statement like that is contingent upon the semantic meanings of the various words in it. It suffers from Russell's paradox and no end of other logical syndromes. It does not, and cannot, break out from its own rung on the ladder of "metalevels", and simply including an assumption (yes, that's right, an assumption) which stipulates this, does not solve the problem.

As for "falsifying" the CTMU with Quine, that old "authority figure of yore"...well, I don't know so much. You see, Popper intended the term specifically to refer to empirical theories. Now I know it's been tossed around a bit in the discussion here, but I do feel I ought to insist that it is used properly, especially given Asmodeus' insistence that the CTMU has no empirical content (or if he has not insisted on that yet, he probably ought to, since otherwise we start opening the floodgates of pseudoscience). But I do feel that some of the points Quine made adequately point out the naivety and flawed nature of the CTMU; and this is ironic considering that Quine did indeed write about half a century ago, and yet Langan fails, seemingly, to take account of this and and a host of other arguments (indeed, any arguments whatsoever, other than a sorry platoon of bedraggled straw men and Langan's very own virtuoso musings).

Asmodeus, this error counting thing is getting more than a little annoying, especially since it is perhaps more accurately a record of how many straws you have been trying to grasp at to save yourself from sinking. Unfortunately, this does not seem to be working. Byrgenwulf 19:53, 23 August 2006 (UTC)

**[Response #8](#_Reddit_Debate_8)**[:](#_Reddit_Debate_8) The Fish-Off continues.

Why 1-8 remain erroneous:

1. There are several kinds of "theory". The CTMU is certainly a theory in the general sense that it is a descriptive or explanatory function T which takes the universe U as an argument: T = T(U). However, instead of employing logical deduction to derive theorems from axioms, it employs logical induction to derive the overall structure of reality from certain necessary properties thereof (which are themselves deduced from the facts of existence and perception). That is, it derives the unique structure capable of manifesting all of the required properties.

2,3. Logical induction does not have to assume the uniformity of nature; it can be taken for granted that nature is uniformly logical. For if nature were anywhere illogical, then it would be inconsistent, and could not be coherently perceived or conceived. But if something cannot be coherently perceived or conceived, then it cannot be recognized as reality, and has no place in a theory of reality. So for theoretical purposes, reality exhibits logical homogeneity, and logical induction thus escapes Hume's problem of empirical induction. (Q.E.D.)

4. The CTMU is in fact the only theory that coherently allows for the mental dimension of existence and perception. It does this by ascribing to both mind and reality a common generic syntax including such basic ingredients as logic and arithmetic. If not for this syntactic interface, mind and reality could not interact, and observation and science would be absolutely impossible. Since observation and science are in fact possible, the structure of reality must incorporate this syntax and its entailments and grammatical products, which implies SCSPL and the CTMU. (Q.E.D.)

5. Analytically true statements merely instantiate tautologies. Again, "rose = flower" --> "flower = flower" --> "X = X" (a tautology). Circular definitions mirror circular logic, which relates to them as syntax.

6. The MAP is not an assumption. The MAP is implied by SCSPL closure. For if reality is not ultimately closed, then entities outside reality can be incorporated in real structures and processes; but in that case they are real, and thus inside reality. This contradiction implies that reality is ultimately closed with respect to all real relations and operations, including the definition operation as applied to reality itself. Hence, reality is ultimately semantically closed with respect to its own definition, and the MAP must hold. (Q.E.D.)

7. Logic works as a means of real-world functioning because it comprises the rules of cognition, and we know reality only insofar as it is cognitively accessible to us. Equivalently, logic is included in the syntax of SCSPL, and thus distributes over reality. This is very well explained in the PCID paper.

8. Again, the MAP is not an assumption; it is implied by SCSPL closure, a necessary property of ultimate reality.

(9. If you wish to avoid confusion, then don't address comments intended for me to somebody else. If the comments of others merit your attention, then they deserve their own responses.)

Further errors (10-17):

10. Rumpelstiltskin claims that the CTMU actually amounts to "little more than...a list of principles such that nothing in the world contradicts these principles", and is thus "completely trivial". [On the contrary, certain nontrivial conclusions have been drawn from the principles in question. Of course, in order to locate them, one would have to read the available material.]

11. Rumpelstiltskin claims that although the CTMU is "isomorphic" to "Everything happens by God's will, including his own existence", the truth of this statement comes to rest on the meanings of the various words in it. [This trivially applies to any statement whatsoever. However, words typically refer to content, and the content of theology cannot be dismissed a priori as mere semantics. To prove that theology is empty of content, Rumpelstiltskin would have to prove the nonexistence of God. But he has not yet done this.]

12. Rumpelstiltskin claims that the CTMU, like the statement to which it is isomorphic, suffers from Russell's paradox and myriad other logical syndromes. [SCSPL exhibits conspansive duality, which describes a relationship between two complementary forms of inclusion (descriptive and topological inclusion) which can be used to resolve the set-theoretic paradoxes. This duality is implied by the necessity of SCSPL closure with respect to composition and attribution (see #6 above), being associated with the SCSPL properties hology and triality.]

13. Rumpelstiltskin claims that the CTMU does not, and cannot, break out from its own rung on the ladder of "metalevels." [By definition, it is the top rung of that ladder and thus subsumes all lower rungs (metalanguages subsume object languages). So the CTMU applies to all "metalevels".]

14. Rumpelstiltskin claims that although the CTMU includes an assumption which stipulates such a "breakout", this does not solve the problem. [Again, the CTMU contains no assumptions. Repeating an error after it has been identified as an error amounts to a new error.]

15. Rumpelstiltskin claims that I have insisted that the CTMU has no empirical content...or that if I have not yet done so, I should do so immediately in order to avoid "opening the floodgates of pseudoscience". [I have not said that the CTMU is free of empirical content. In fact, it has some direct and rather a lot of indirect empirical confirmation (through its natural integration of certain empirically-confirmed theories in its overall model-theoretic framework). However, because it explicitly does not rely on empirical induction or empirical confirmation, it does not purport to be empirical science, and thus cannot be called "pseudoscience".]

16. Rumpelstiltskin claims that Langan fails to take account of the fact that Quine pointed out the naivety and flawed nature of the CTMU half a century ago, and moreover, fails to take account of anything but his own musings. [Quine pointed out nothing of the kind. Furthermore, it is not smart for somebody without an extremely high level of intelligence to assume that by taking a handful of college courses presided over by institutionalized hacks, he or she automatically becomes better able to spot problematical issues than someone identified by the mass media as the "smartest man in (America, the World, etc.)"...even if one thinks that the mass media may be mistaken. In fact, it is so unintelligent that it comprises yet another error.]

17. Rumpelstiltskin claims this his error count is really a record of how many straws I have grasped at to save myself from sinking. [Not quite true. I've merely been encouraging Rumpelstiltskin to dogpaddle vigorously enough to barely stay afloat in the debate which he has insisted on having.] This brings Rumpelstiltskin's total error count to 12 + 8 + 8 = 28 and counting. Good work, Rumpelstiltskin! (By the way - if you object to this error count, then stop making errors, and I won't have to count them.) Asmodeus 18:00, 24 August 2006 (UTC)

Hmmmm...Asmodeus says that if I want this error count to stop, I ought to stop making errors. Only, I don't actually think I am making errors. I am making points with which Asmodeus disagrees. This does not equate with "error". For after all, even if Asmodeus were the smartest man in the world, this would not imply that he is factually correct 100% of the time. Much of the time, perhaps, but not all the time. A truly smart man could admit that.

1. That is by and large what I was saying. I did not say that the CTMU necessarily rules out deduction completely as a form of reasoning; merely, that it does not operate along those lines to induce its own truths. So if I made an "error", then so did Asmodeus and/or Langan.

2,3. Quote Asmodeus: "Logical induction does not have to assume the uniformity of nature; it can be taken for granted that nature is uniformly logical". This is a paradox. The assumption of "uniformity of nature" is precisely taking for granted that "nature is uniformly logical". It is making exactly this assumption with which Hume, and Popper after him, had such a problem. And I disagree that "if something cannot be consistently perceived or conceived" then it cannot be recognised as "reality". Because this depends on our definition of reality. Now I understand that Langan's particular definition of reality has this requirement, this uniformity of nature principle, and that this is one of the ways in which the CTMU is rendered "tautological". But this is not a necessary and self-evident truth, as it would need to be for the CTMU to work. A synthetic truth, not analytic. But even if analytically true, nonetheless only true on the semantic level.

4. I see your point about the "interface" between mind and reality, but disagree that the CTMU is the only theory that meets the requirements. For example, but stipulating that arithmetic and logic are aesthetic impositions upon the environment, we can explain how reality miraculously appears to behave according to their dictates...and organisms which evolve viable ways of describing reality are organisms which can better survive in it, to breed and pass their viable ways on. Of course, this leads to the Kantian dichotomy of das Ding fuer uns and das Ding an sich in most applications, but it needn't. If reality is defined precisely as the human construct which models the human environment, we get around this problem. But then, the CTMU is not entirely true anymore, since the definition of reality is different (this possible reality allowing for the "anomalies"), and hence the CTMU is not tautological in the truest sense.

5. Yes, analytically true statements instantiate semantic tautologies. But they are not necessarily tautologous: I could define, in my peculiar dialect of English, rose to be "that feeling you get when five minutes feels like an hour". Now "that feeling you get when five minutes feels like an hour, is a flower" might be a tautology in the dreary realm of the crappy poet, but not in the real world. That is the point I have been making. The CTMU is only "tautologous" (and not really, even then) contingent upon the meanings we assign to words. Thus dependent on an indefinitely large semantic network. And contact with the external environment to establish the ultimate meanings of words, unless we are to fall into the same pit as Derrida, and live perpetually trapped by our language.

6,8, 11. The MAP corresponds to what might be called "nomological closure". But, the problem here comes in with the meanings of words - as Asmodeus points out in his point 11. Is God, for example, to be included in "reality"? Well, it depends on our definitions of "God" and "reality", doesn't it? This is undoubtedly theology, and no, theology is not necessarily devoid of content (I never said it is), but once again, the definitions Langan provides are not necessarily and self-evidently true. They are merely assumptions which work.

7. Is logic the "rules of cognition" or "laws of thought"? I don't think so, at least not in the sense of "physical law", anyway. It might be a "law" in the legalsense, a set of prescriptions to which we ought to adhere should we wish to behave rationally, but the vast majority of people spend the vast majority of their lives behaving decidedly irrationally, so I don't think that logic is quite that engrained into reality. Of course, it could be argued that "thinking rationally" is simply "behaving in accordance with the dictates of reality": I daresay Langan might offer this definition up. But, unfortunately, this is once again simply a convenient definition of words, a semantic trick, by no means necessarily true...true by argument, perhaps, but the CTMU doesn't rely on arguments or assumptions, does it?

10. Well, given the definitions of words which have been employed, we find ourselves drawing conclusions like panpsychism and panentheism from the CTMU's principles...but drawing them out of the CTMU's axioms doesn't require as much effort as Langan exerted: they fall out quite simply and naturally, because they are once again "definition-crunching". Langan certainly dresses them up in impressive pomp and splendour, but arriving at them is no real work; this doesn't make the conclusions necessarily wrong, of course. Merely not something magnificent.

12. Yes, I read this in the paper. I don't buy it. Show me a formal, rigorous proof of it, and that the SPSCL does not fall victim to these "logical syndromes", and you'll have my serious attention. But, of course, a rigorous proof does allow for a possible rigorous disproof. Once again, integrating the Wheeler-DeWitt equation yields a plate of fish and chips.

13. If the CTMU is at the "top of the ladder", then there is real trouble. Because, despite the convenient closure rule to the SPSCL, a metalanguage will be necessary to avoid the logical syndromes. In the absence of a formal proof to the contrary, of course. But then, we still have another problem, irrespective. Because of the problem with definitions which I highlighted above, there is another choice to make. Either, to keep itself at the apex without need for reference to a higher rung, the CTMU would need to include the "indefinitely large semantic network". But then, language cannot relate to empirical reality, since this would have to happen on the next level up (I know the CTMU says this won't have to happen, but it is a simple fact of model theory that it will). Alternatively, the level at which this happens will be the highest, but then the theory is no longer exclusively "top-down", and has some tangled meta-loops. So one way or the other, it doesn't work.

14. I have shown how many of the CTMU's axioms rely on assumptions.

15. Here's an "empirical observation" upon which the CTMU relies: reality behaves in a logically consistent fashion. How do we disprove it? One day when my coffee cup is both green and red, and there is no "higher court" of explanation to which we may appeal for the reason why. Which brings us by a commodius vicus of recirculation back to Hume's problem of induction and environs. And Popper's continuation of this discourse, and, dareIsayit, the realms of pseudoscience.

16. I agree with the institutionalised hacks bit...I am sure that even Langan cannot have such a loathing for institutionalised hacks as I do: he, after all, was not forced to vomit Afrocentrist postmodern neo-Bolshevik propaganda back at his lecturers in order to get a bachelor's degree. Or study fluid dynamics. No, for most worthwhile things I know, I have only myself to thank. However, I feel it pertinent to point out that the media labelling anyone as anything is not any form of indicator that the epithet is merited or true. And I never said that Quine refuted the CTMU, since he was writing when Langan was still a foetus. But, some of Quine's thoughts do make some very good points, points which can be effectively deployed against the CTMU (like the analytic/synthetic distinction); and Langan could have been aware of this, and taken it into account, simply by reading such heady treatises for his own edification...that's what I did, after all.

17. Asmodeus, you're right about me dogpaddling...because I can't swim. But I have to keep myself afloat somehow, as the sinking ship SS Catmew frantically empties her bilge tanks here on my talk page in a last attempt to avoid hitting the bottom of the ocean. :P

In a sense, perhaps, one might characterise the CTMU as a baroque form of idealism, where the reality-being-the-realm-of-mind is simultaneously defined to be the Godhead. This is a possible by-product of mind and reality being the two sides of the same coin. It does have an advantage over "conventional" idealism in that it does not require the existence of discrete, anthropomorphic souls. Which is bad for Langan if by some bizarre stroke of perversity I am ever proven wrong, since he will have a time of it excising my soul from the fabric of reality to put to his personal use. But, he's still a long way away from having to worry about such things, so no matter. Byrgenwulf 20:31, 24 August 2006 (UTC)

**[Response #9](#_Reddit_Debate_9)**[:](#_Reddit_Debate_9) Instead of generating the usual torrent of fresh errors, Rumpelstiltskin has evidently chosen to compound some of the errors that he has already made (not that he has made no new errors; it's just that he has done so by elaborating on some of his 28 existing errors). In order:

1. Since the CTMU relies on a combination of deduction and logical induction, its logic can in fact be checked (by someone capable of following it).

2,3: One can take the logical uniformity of nature "for granted" by implication rather than assumption. Again, the implication goes like this: if nature were anywhere illogical, then it would be factually inconsistent, rendering true indistinguishable from false and reality from nonreality, thus precluding coherent perception and cognition within the range of the inconsistency. But that which cannot be coherently perceived or conceived cannot be recognized as reality, and has no place in a theory of reality. So for theoretical purposes, reality exhibits logical homogeneity, and logical induction thus escapes the pitfalls of empirical induction.

4. The CTMU allows for the mental dimension of existence and perception because it is supertautological and therefore subject to complete operational closure. This is true of no other theory.

5. "A rose is that feeling you get when five minutes feels like an hour" is ultimately an impredicative definition and therefore a tautology; the "is" amounts to an equals sign. So as Gertrude Stein might have put it, what we have here is "A = B" --> "A = A" (where A = "a rose" and B = "that feeling..."). This may not instantiate a tautology for those who prefer the usual meaning of rose, but it still conforms to tautological syntax under your definition.

6,8,11. Again, the MAP is implied by the analytic closure of reality with respect to definition.

7. The laws of logic can be broken, but only at the expense of validity. Therefore, logic rules valid theoretical cognition.

10. You don't seem to appreciate the CTMU emphasis on definition. That's a problem for any philosopher, but especially for a philosopher who lives in a self-defining universe...i.e., a universe not defined by something external to it, for example, an absent deity. (Incidentally, while various nontrivial implications emerge quite naturally from the CTMU, this does not imply that "no real work" went into the CTMU itself.)

12. A formal, rigorous proof may well exist. But I doubt that you could easily follow it, and in any case, giving it here would violate WP:OR. So for now, it will suffice to note that it is impossible to map Russell's paradox irresolvably into the CTMU. Specifically, whereas the concept of self-inclusion is ambiguous and therefore troublesome in set theory - nobody has ever actually seen a set coherently "include itself" in the usual confused sense of that phrase - it has a more detailed interpretation in the CTMU. Thus, unlike set theory, the CTMU need not rely on mere semantic barriers to protect it from the associated paradoxes.

13. The CTMU is on the top rung of the ladder of metalanguages not because it sits still and blocks anything trying to get past it, but because in climbing past it, any higher metalanguage is forced to either recapitulate its essential structure, or lose all linguistic functionality and fall back to the ontological groundstate. Because the CTMU contains only the fundamental requisites of existence, nothing less can function as the language of reality.

14. You have shown nothing of the kind...not even once.

15. On the day when any point on the surface of your coffee cup is "both green and red" --> "green and not-green" --> "X and not-X" (a paradox), true will equal false and reality will equal nonreality. Logical thought, along with rational operations like proof, disproof, and empirical induction, will on that day depart from you, and as your mind evaporates and wafts forever away, you will no doubt use your very last bit of it to wish that you had something as solid as "pseudoscience" on which to plant your feet. (Of course, that day may already have come for you.)

16. The CTMU explicitly accommodates the Duhem-Quine thesis and its underlying analytic-synthetic entanglements, along with other advanced logical and model-theoretic relationships. So if the work of Quine can be effectively deployed against the CTMU, then it can be effectively deployed against logic and model theory themselves. (By the way, if you understand the pedagogical deficiencies of academically institutionalized hacks, then why are you trying to become one yourself, instead of "going the hard way" and actually working for a living like Langan? Some might discern a measure of hypocrisy in your obvious preference for effete ivory-tower cultism over honest, productive physical labor of measurable benefit to the rest of mankind.)

17. I hate to be the one to break the news to you, but sinking theoretical ships takes more than a broadside of catch-and-release red herring tooting on noisemakers and wearing "Property of Admiral Quine" stickers on their tails. If you really think that the CTMU has been vanquished by them, then swimmer or not, you need to dogpaddle out the hatch and uncork your periscope (darned seaweed gets in everything).

By the way, Rumpelstiltskin, I'm not referring to your assertions as errors just because I'd like them to be. I'm calling them errors because they display a (usually profound) misunderstanding of either logic, or of the CTMU in particular. You don't necessarily make them all out of sheer stupidity; you make them because you want so very badly for the CTMU to be mistaken, and to prove your imagined intellectual superiority to Chris Langan. Unfortunately, the validity of the CTMU is out of your hands, and Chris Langan is not within range of your intellectual firepower. My sincere and well-meant advice: think before attacking your keyboard. You don't want to make yourself look even worse than you already do. Asmodeus 14:08, 26 August 2006 (UTC)

Asmodeus, "rose = flower" is not a tautology. To see this, consider a real tautology, "unmarried man = bachelor". Now do you see why your example of a tautology is not actually a tautology? Let me explain, while any rose is a flower, it is not the case that any flower is a rose (that's because the set of roses is a proper subset of the set of flowers). So "rose" is not exactly equal to "flower". But any unmarried man is a bachelor, and any bachelor is an unmarried man. No doubt some similar elementary confusion underlies your misuse of the equality operator in statements like "Mind = Reality".

Obviously Asmodeus should listen to and learn from Byrgenwulf rather than always retorting with empty theoretic braggadocio. It's like someone who keeps bragging about a giant fish they caught, but every time you ask to see the fish all you get is another round of grandiose boasting about the fish. Despite being dressed in terms of formal logic, there is no demonstration that the "CTMU" is actually a theory of formal logic. If it were, there would be some way to test it. CaveBat 17:00, 27 August 2006 (UTC)

Let's start at the end - and these numbered points are so tiresome, being a bookkeeping device for an invalid tally anyway. I do not "want so very badly" for the CTMU to be mistaken. It is mistaken, and naive to boot, a labyrinth of smoke and mirrors the kernel of which is not really very complicated. Your "psychological reading" of me, Asmodeus, is grossly flawed (did DrL help with it?), because despite what you might think, you do not know enough about me to accurately ascertain my motives, my capability, or my knowledge. I know that you have been on a few Google expeditions to find out all about me, but only the tiniest fraction of information pertaining to me is available online.

Moreover, you say that "Chris Langan is not within range of [my] intellectual firepower". Why? Because he is allegedly the "smartest man in the world"? That's not an argument! And if Langan were truly the smartest man in the world, he would see that. You see, we have to look at the grounds on which Langan earned this "title". He "breaks" conventional IQ tests (Stanford-Binet, Wechsler, etc.). Great. So do I. So do thousands and thousands of other people. The first time Langan wrote the Mega Test, he scored the minimum 42 correct for admission to the Mega Society. Now I know he came up with some argument about efficiency: "why waste time getting all 49 correct, when 42 will do for your purposes?" I know the feeling: I have often walked out of exams etc. early, not having bothered answering everything, because I know that what I have done will suffice. So if there were 7 really tough questions on the test, then there's no need to break one's head over them, since Hoeflin's questions (yes, I've seen his tests online) are of the sort where one knows whether or not one has answered correctly. When Langan took the test a second time, he scored higher, and it is primarily on this score, and on the wow-gee-whiz factor of his "conventional" IQ scores (since it is questionable whether Hoeflin's tests even measure IQ), that earned Langan this title.

In one of his interviews (I forget which), Langan is tested by a professional psychometrician who pronounces that he has "never seen anything like this" in his career. We are invited to be impressed by this pronouncement. But let's perform a quick Fermi calculation to see what this actually means. Let's say the chap has been doing his work for 20 years, and works 200 days a year. Let's further imagine that he performs an average of 3 IQ tests a day (since he will no doubt also counsel, consult, administer other psychometric tests, maybe lecture, etc.). Multiply it all together, and we find he has tested about 12 000 people. But what this means is that Langan would sit simply at the 1 in 12 000 level: i.e., his IQ is at least about 165 (if I'm not mistaken - I don't remember all the details offhand, and am not bothered to look them up).

165 is high, but not phenomenal. I have little doubt that Langan's IQ is score higher than this: he is obviously very intelligent, after all. However, it should also be noted that the more IQ tests one does, the higher one's score will become...there is a certain pattern to the questions, and the more familiar one is with the pattern (and don't get me wrong - this does require intelligence) the quicker and more effectively one will answer the tests. But my point is that the grounds for him being declared the "smartest man in the world" are very shaky, indeed. There is, in all likelihood, no one "smartest man in the world". The popular press does have a tendency to over-emphasise superlatives, as we all know: the fastest car, bloodiest war, richest person, etc. There is no objective or scientific accuracy to many of the claims they make.

So, Asmodeus, while it is no doubt very flattering to Langan's ego to have earnt this epithet, we have to realise that it is not as well-earnt as he may choose to make himself believe. And anyway, scientific and philosophical theories are not judged on the IQs of their creators. They are judged on their merits. And sometimes, even an ignorant child can point out that the emperor has no clothes.

Moving on, I feel that, perhaps, now is the time to point something else out. I have not been "attacking my keyboard" without the requisite degree of thought, as Asmodeus has indicated. This discussion has not required much thought, overall, but nonetheless. What I wish to point out is this. Asmodeus has been gleefully tallying up my so-called "errors". However, I made a deliberate, glaring error which anyone who is familiar with the relevant theory, and on their guard for any oversight, omission, or bluff, as Asmodeus has pedantically proven he is, would not miss. Above, early on in this discussion, I spoke of "...reading down the diagonal of the Goedel numbering...". Now, it is common error among amateur aficionados of Goedel to associate the diagonal lemma with Cantor's proof of the continuity of the real numbers. But in actuality, Goedel used nothing like that system, and even the term "diagonal lemma" was used of his theory after the paper was published, because of its conceptual (not formal) similarity to Cantor's diagonal argument. In other words, that statement was bollocks, but bollocks that a sufficiently alert and informed reader would have picked up on. Curiously, Asmodeus didn't. It has not been added to his triumphal "error count", nor even casually pointed out. Since he was obviously on the lookout for errors, I can only assume that he is not sufficiently familiar with the subject matter to have picked up on my little bait. Of course, it would only be natural for Asmodeus to respond with "well, you've made so many errors, I can't count all of them and still have time to eat breakfast". Unfortunately, this "error" was really just begging to be called, as it was something that would incontrafutably prove me to be ignorant; it could have settled the matter there and then...so that response just doesn't cut it, I'm afraid.

Now, while the terms in which I made the point were bollocks (specifically the use of the word "diagonal"), the point still holds, of course. I was careful in that regard. This miraculous SPSCL language is a windmill at which quixotic thinkers have been tilting since the sixteenth century. All Langan has done with the CTMU is write down a series of platitudes about reality, derive some "requirements" from them, and then say that this SPSCL is a language possessed of these requirements. Smoke and mirrors. Moreover, as I have indicated, the paper is riddled with category mistakes: for example, we are told at one point that "reality is a relation". Then, we are told that "reality is a language", which, of course, contains relations. A category mistake. And more smoke and mirrors. There seems to be a fundamental misunderstanding (or blurring of the lines) between syntax and semantics - and this conceptual smudge carries over to the SPSCL.

The CTMU is filled with technical terminology. But often, this technical vocabulary is abused, and the manner in which it is deployed indicates a fundamental misunderstanding of the real meanings of the terms. For example, Langan speaks at one point of duality. He writes a little about the duality principle in projective geometry - the interchanging of vertices and edges - but then goes on to link this with the duality of vector spaces. However, these are two distinct (unrelated) meanings of the word "duality". Somewhat like that postmodernist writing about relativity, who confounded cultural relativity with special relativity. Had Langan been drawing obvious - or profound - mathematical conclusions in that section, the story would be different. But no, the situation arises purely from a very simple error, and ignorance (or disrespect) for the very specific and formal meanings which adhere to mathematical terms.

In short, then, the CTMU is based on two principle methods: the making of straightforward observations, and bluster. Similarly with Asmodeus' statements here. He has shown in his responses above that he spectacularly misunderstands many of the points I am making. For example, he still has not answered my concerns in points 2 & 3, about the uniformity of nature, without use of a circular argument; nor has any new information been added since the point was first raised. He just keeps on defining "uniformity of nature" with the use of the negation of the problem of induction. This does not, under any circumstances, constitute a valid or insightful argument.

Similarly with the "rose", "flower", "that feeling..." point 5. All Asmodeus did was make my point again for me, except that he seemed to think that what he wrote is different to what I wrote, and points out my "error". No, Asmodeus. My point is this. We once again have to draw the line between syntax and semantics. A statement like (A = A) is a syntactic tautology: the logical form of the statement renders it true. "A rose is a flower" is a semantic tautology, an analytically true statement, which is only true by virtue of the definitions of the words. Thinking about it, it is not even a tautology. Because "A flower is a rose" is not a tautology. And yet Asmodeus - model theory, propositional logic, and SPSCL virtuoso - has failed to raise this.

I very much do understand just how much the CTMU relies on definitions of words, Asmodeus. That's part of my problem with it. The CTMU can theoretically hold only so long as words have the definitions they do. But this detracts immensely from the "absolute" nature Langan claims for the theory. An argument has to be provided as to why Langan's definition of "reality" is the right one. Which means that it is not a necessary and self-evident truth. It is an assumption, the plausibility of which is established through rational argument.

It is also a sweeping generalisation to classify every academic as an "effete institutionalised hack". Just as invalid as claiming that no-one outside a university can have an intellectual life. There are many hacks with professorial tenure at the moment; many people who do not deserve the position, and whose thinking is so trapped in the ruts stamped out by the herd that the amount of new knowledge they may generate is virtually nothing. But by far the most productive generators of knowledge, insight and wisdom in this world are academics as well. Contrary to popular opinion, it is real work; just, perhaps, more pleasurable and satisfying than many other jobs, since one who is given to thought and theorising will do so anyway, and being paid for it is an added bonus.

I would encourage you, Asmodeus, to get off your high horse. There is no reason for you to claim an epistemological or intellectual position of superiority here. On the contrary. It is not for you to comment on my ability; not until you have proven your own beyond a shadow of a doubt: which is far from the situation here. It is an effective tactic to attack instead of defend, as is well known. And equally, it is effective to obscure what is actually going on with smoke and mirrors, and torrents of bluster. After all, it is largely thanks to the latter that the CTMU has been seriously considered by anyone at all. But Asmodeus, you can stop doing it here, since it simply does not work on me. Or anyone else with a modicum of understanding. And I shall see to it that no-one else here on Wikipedia is taken in or manipulated by it either. Your high level of intelligence may allow you to take many people in with this sort of conduct, including, perhaps, yourself. But it is not infallible, and sooner or later one really does have to ditch the fallacies in favour of the facts, which in the present circumstances are not on your side. Byrgenwulf 17:44, 27 August 2006 (UTC)

I hadn't noticed Cavebat's response...where he raises the same point as I did about roses, flowers, and tautologies. And bluster. Thank you, CaveBat. It is reassuring to know that it is not me who is deluded here. Byrgenwulf 17:48, 27 August 2006 (UTC)

**[Response #10:](#_Reddit_Debate_10)**

29. But Rumpelstiltskin, you and CaveBat *are* deluded. There are several kinds, and several associated definitions, of tautology, and we've been discussing at least two of them here. One, often specifically referred to as a logical or propositional tautology, is an always-true relationship of sentential variables in propositional logic. All of the other kinds of tautology - including impredicative, circular, or redundant usages of language, e.g., analytic statements which are true by virtue of definition alone - are related to logical tautology in a certain way. This relationship is exactly as I have described it; logical tautologies are perfectly general and stand a priori, whereas less general analytic statements, which relate to logical tautologies as to syntax, are not and do not. (I suggest that CaveBat let Rumpelstiltskin sink or swim on his own here - I'd rather not have to start a parallel error count for CaveBat.)

30. I don't claim to know anything factual about you. I only know what you claim about yourself. In fact, I have my doubts regarding your claims; for example, you seem to resemble certain other personae associated with a quasi-legendary "uber-troll" about which I was once earnestly warned. But that's another issue entirely.

31. You're mistaken about the number of items on the Mega Test, the "ceiling" of which Langan seems to have broken twice (once each for two contradictory normings - as I seem to recall, Langan has publicly disowned the Mega Test and its weirdly-vacillating statistics). Incidentally, that Langan can break standard (i.e., real) IQ tests is a matter of public record; that you do, on the other hand, is not. If I were you, I'd have myself professionally tested before leaping to such an improbable conclusion. After all, if you could break the ceilings of standard IQ tests, then your IQ would be over four sigma above the mean, i.e., 1 in at least 30,000. It's not that I think you lack any intelligence at all; it's just that since you're so critical of Langan, I know that you wouldn't want to be guilty of overrating your own IQ.

32. When a veteran neuropsychologist tests a subject and says that he has "never seen anything like it", this wording may not mean that the subject has merely scored at the top of the observed range. Such wording may instead mean that the subject is markedly dissimilar to other test subjects, e.g., because the test ceiling was broken in an especially decisive way. You have allowed for only the first possibility, and that's an error.

33. I have just demonstrated that you have indeed been attacking your keyboard without the requisite amount of thought. Either that, or you have been making errors deliberately, which is hardly a brilliant debate strategy.

34. You state that while Langan's media billing is no doubt very flattering to his ego, it is not well-earned. Actually, I believe that Langan has said that he prefers to stand on his intellectual productions rather than on test scores. You claim that his intellectual productions are trivial and hollow, and thus that he has earned very little credit indeed. However, as we have already seen, you are not qualified to make such a judgment. Making authoritative judgments for which one is plainly underqualified is an error. (By the way, I can't help but notice your use of the phrase "the emperor has no clothes" - gee, I wonder where I've heard that before! Beware the company you keep.)

35. You assert that I erred in not making note of your use of Cantorian terminology in reference to the work of Godel. In fact, Godel is often explicitly said by mathematicians to have employed diagonalization techniques. "Diagonalization" has come to denote an entire class of mathematical methods of which Cantorian diagonalization is merely one example. Congratulations - in order to catch me in a supposed error, you have gone to the absurd length of admitting an error which you actually never made. Now, that's an error and a half! (By the way, it did strike me that you'd gotten your wires crossed regarding the diagonalization methods of Godel and Cantor. But this is the sort of befuddlement I've come expect from you, and properly explaining that particular error would have taken too much time away from your many others. So rather than uncovering what looked like a rat's nest of technical confusion, I moved on. Even if you planted this "mistake" in the full knowledge that Godel employed diagonalization, you've still erred by trying to blame your opponent for ignoring the bait.)

36. You assert that the above error (35) was begging for notice, inasmuch it would have incontrovertibly proven your ignorance and thus settled the matter once and for all. But if calling you on obvious errors were enough to settle this matter, it would clearly have been settled a long time ago.

37. You state that SPSCL is a windmill at which quixotic thinkers have been tilting since the sixteenth century. That's incorrect; in fact, nothing like SCSPL was described anywhere near the sixteenth century. The most advanced conceptualizations of logic and language were still far too primitive.

38. You say that the PCID paper is riddled with category mistakes because it states both that "reality is a relation" and that "reality is a language" which contains relations. But this is not a "category mistake", because (1) language is indeed relational in multiple senses, and (2) the term "relation" is not defined in terms of level or category. In fact, as almost everybody but you seems to be well aware, there exist relations of relations of ...(keep on going)... of relations. That's why logicians distinguish orders of relation.

39. You say that the interchanging of vertices and edges in projective geometry (and graph theory, etc.) is unrelated to vector space duality. This is an error of which only a mathematical ignoramus could be guilty. To see this, consider that in category theory, regarded by many as the most general field of mathematics, morphisms are represented by arrows, i.e., directed line segments resembling edges, while objects, i.e. the points connected by the arrows, are thus represented by vertices. This is not an accident of notation; vertices and edges correspond to unary and binary relations or mappings respectively. That this general relationship leads to different forms of duality in different mathematical contexts - for example, that the dual space V\* of scalar mappings is as much a vector space as V itself, which contains the vectors thereby mapped - is obvious, and it is just as obvious that Langan was referring to this ubiquitous mathematical relationship.

40. Apropos of the distinction between semantic and syntactic tautology (see 29 above), you state in so many words that the CTMU is mere semantics. But in fact, the CTMU is a theory of the entailments and implications of syntax. This syntax, including logic, arithmetic, and other fundamental components, is defined to consist only of distributive (absolute) ingredients of reality. This is exactly the basis of SCSPL, and exactly why the CTMU constitutes necessary truth.

41. You state that I have not addressed your points regarding the uniformity of nature without using circular argumentation, and have thus failed to bring any new information to the controversy, merely defining "uniformity of nature" by negation on the problem of induction. But I have not "negated" the problem of induction. In fact, I have observed that the problem speaks to the unavoidability of circular argumentation in induction, and that the best way to deal with this problem is to base the circularity on a priori syntax - in particular, logical tautology - rather than a posteriori observations and semantic word games.

42. Being paid to think and theorize is not just a "bonus" for the vast majority of academics; it accounts for the bulk of their motivation. An intelligent person who merely wishes to think and theorize for the joy of it can easily do so, and equip his or her mind for that purpose, without paying many years and tens of thousands of dollars to the university system for the privilege of kissing the asses of the institutionalized hacks who pull almost all of its strings.

43. You say that I have "no reason ... to claim an epistemological or intellectual position of superiority here." On the contrary, you have thus far given me at least 43 such reasons...well, 44. To wit:

44. In the present circumstances, all of the facts are inarguably on my side. (And thanks!)

That's sixteen (16) more errors, a new one-day record which brings your total error count to a high-caliber 44. Since you seem to be on a roll, would you like to try for an even 50? Asmodeus 23:22, 27 August 2006 (UTC)

Back to the numbering, are we? Very well, then...I am not going to address all of them, lest once again we get dragged into a pantomime, so I shall attempt to confine myself to the more "important" points.

29. Asmodeus, I am glad to see that you finally distinguish between different uses of the word "tautology". Only, it is my contention that the "tautologies" applied in the CTMU are of the weaker kind: they are not "perfectly general and a priori" true, as a logical, syntactic tautology (life is life) is. Which means, if they are not a priori true, then they are not inviolate, as Langan claims.

30. Since you bring it up, I am curious now...who is this "über-troll" of whom you speak? Grendel?

31. Asmodeus, 1 in 30 000 people simply means 1 of about 200 000 people on this planet (taking 6E9 people altogether). And yes, I have been professionally tested a number of times in my life, and know I am above the 4 s.d. level. I just don't attribute particular weight to IQ, that's all, and that's why I have not seen the need to blow my own trumpet and join all kinds of clubs and societies, rather preferring to get on with life.

34. In what way am I not "qualified" to make a judgment on Langan's theory? I am perfectly "qualified" to do so. Are you telling me that there's this guy with a high IQ but no qualification, who is entitled to come up with theories and demand serious recognition for them, but that the only people who can criticise his theories are tenured professors and/or those who have met with the explicit approval of his avatar Asmodeus? It doesn't work like that, I'm afraid.

35. Bollocks: I did not just refer to diagonalisation, I explicitly referred to "reading down a diagonal".

37. No, sixteenth century thinkers were not looking for something specifically called "SPSCL". But since that time, and even possibly before, thinkers have been trying to artificially construct a "perfect language" in which reality can be completely and perfectly expressed. The SPSCL claims to be such a language. And it is just as quixotic and naive as the attempts of those earlier thinkers.

38. This still doesn't address Langan's mistake. Because while language undoubtedly contains relations, yes, and there are various "orders" of relations, indeed, it is nonetheless incorrect to insist that something can be both a relation and a language at the same time. It's a bit like saying that something is both a wheel and a car. It doesn't work.

39. Now you're really parading your ignorance. You see, finding the dual of a graph involves swapping faces and vertices around. But, the dual of a vector space is still a vector space (not a vector). So, if we were to symbolically represent functions for finding duals of graphs, we might say D1:F--->V and D2:V--->F. We have two groups of objects, and the "dual functions" map objects from one group into the other group. But, with vector spaces, the "dual functions" D1:W--->W (where W is a vector space) and D2:V--->V (where V is a vector) map objects from one group into other objects from the same group. The functions (morphisms) are not, cannot be, the same, and thus there is no single category theoretic conception of duality which covers both areas. I did not say that projective geometry and vector spaces are completely unrelated (of course not: one fascinating point of intersection is matroids). I said that the notion of duality is not the same. And I am right. Ask any competent mathematician. Also, vertices and edges do not correspond to "unary and binary relations" respectively. That's nonsense. I can assure you that I do not need lectures in category theory from you. Especially since anyone taking information from you is bound to come away confused and misinformed.

40. No, that's what Langan says the CTMU is. But that is not the actual state of affairs. A statement like "Mind=Reality" is not true by virtue of syntax. It is true by virtue of the meanings Langan gives the words "mind" and "reality". It is a semantic tautology which holds under certain definitions. Thus the CTMU does not constitute necessary truth. Perhaps I ought to point out here that just because Langan says something, does not mean it is true. It seems that some people, possibly Langan himself, do not understand this.

41. Maybe you don't understand the meanings of the terminology used here. The problem of induction refers to the fact that we cannot know with certainty whether or not the conclusions of inductive inferences will be true (because we have to tacitly assume a "uniformity of nature principle"); it is a "problem" because if our conclusions to otherwise rational thought processes are not true, then sometimes our reason is less than 100% "accurate and coherent". Your solution is simply to say that "if nature were not uniform, then our thoughts could not possibly be coherent; therefore, nature is uniform". It turns the problem into its own solution. That is circular and invalid. No matter how many so-called "tautologies" go into making it up.

43, 44. If you truly believe that, Asmodeus, after all that has transpired, then I pity you.

94.23452345 Something just struck me...the notion of "conspansive duality" is defined using the "Venn-diagram like" structures formed when looking down light cones on Minkowski diagrams, orthogonally to the world line at that particular point. Only, why, Asmodeus, do we use Minkowski spacetime and not Galilean? Because of relativity, yes? Special relativity. But SR is based on two principles: the equivalence of observers, and the "law of light". Now, the equivalence of observers is a good, sound philosophical notion (but not "tautological"). But the "law of light" is based entirely on empirical considerations: the measurements conducted in Michelson-Morley type experiments, etc. Without this empirical observation, we should be using Galilean spacetime, not Minkowski. Light cones would have no meaning. Yes, we could introduce some other theoretical limit to the speed of transmission of information to resurrect light-cone like structures, but we have no (tautological!) a priori reason for doing so (and Langan doesn't even try giving one in his paper, since he's apparently ignorant of this problem). So conspansive duality, a vital component of the CTMU, actually relies on an empirical, scientific observation! So much for "supertautology"... Byrgenwulf 08:13, 28 August 2006 (UTC)

97.4586758 I went back to the CTMU paper just to check on this last point. In fact, Langan, does introduce an excuse as to why we have light-cone structures, so that we don't have to rely on the empirical derivation of SR...we are told that "Conspansion is a global process which cannot be locally differentiated as to rate. Its rate is thus a globally invariant “time-space conversion factor”, and because all changes of local state must be expressed in terms of it, it is maximal. This invariant maximal rate of production is referred to as the rate of conspansion c and can be physically identified with the speed of light in vacuo". We are not given a proof as to why "conspansion cannot be locally differentiated as to rate", of course, but simply asked to accept this (rather circular statement, since the reason for the global/local dichotomy in the first place relies on the result). Also, it does not mathematically follow that "because because all changes of local state must be expressed in terms of it, it is maximal"...that is "let's pretend" maths. There is no logical reason why it should take any value at all. I can express the entirety of physical laws in terms of the golden ratio, for example, but this does not imply anything about the golden ratio itself. Isn't it also just so convenient that we can identify the "rate of conspansion" with the speed of light? Whyever would we want to do that? There is no reason to assume that the two are the same thing...just because the speed of light is an observed maximum. The whole argument is more circular than a circus ring. Byrgenwulf 12:23, 28 August 2006 (UTC)

101.54645654 Reading this paper again is like another can of worms. Asmodeus said above that "nobody has ever actually seen a set coherently "include itself" in the usual confused sense of that phrase - it has a more detailed interpretation in the CTMU". Funny, that, considering that Langan defines the SPSCL's global processor Γ to contain a set O of "active reflexive objects", which in turn contains Γ. A big deal is made of this fact, but in no way is any provision made which circumvents the usual problems of self-inclusion. We are simply told, and asked to believe, that it is not a problem in the SPSCL because the SPSCL is an übermetalanguage which does not suffer from the mere logical afflictions which plague other, similar languages, blather-blather-blather... Byrgenwulf 12:57, 28 August 2006 (UTC)

Asmodeus, can you please explain exactly how your example of a tautology "rose = flower" (so by the commutativity of equality "flower = rose") is a tautology given that not all flowers are roses? Are you saying in your last responce to me that your example is tautological a priori even with the given empirical referents? CaveBat 18:23, 28 August 2006 (UTC)

That which we call an error would by any other name. . . . Anville 18:26, 28 August 2006 (UTC)

**[Response #11](#_Reddit_Debate_11)**[:](#_Reddit_Debate_11) Ah, but there was a *substitution* involved...the replacement of a general symbol with a more specific symbol. We started out with "a rose is a flower": A = B. (Forget about Rumpelstiltskin's alternative definition "a rose is that feeling you get when five minutes feels like an hour"; it's beside the point.) Then we substituted "rose" for "flower" within the scope of the "=" sign, giving us A = A, i.e., "a rose is a rose"; that's what the Gertrude Stein allusion was about. "A rose is a rose" is an unequivocal tautology, and there is nothing further to squeak about. (Your question hardly merited an answer, but I didn't want to leave you hanging. ;-) Asmodeus 21:02, 28 August 2006 (UTC)

Asmodeus, you're painting yourself into a corner again. "A rose is a flower" is not a tautology. Because the "is" in that sentence does not analytically translate into an equals sign. It translates into subset: "roses form a subset of the set of flowers". That really is a frightfully elementary mistake, Asmodeus, and attempting to obscure it with blather doesn't help any. Language can be tricky, for some, I know, but really...funny, though, that in many cases the CTMU makes similar mistakes. Byrgenwulf 21:42, 28 August 2006 (UTC)

**[Response #12](#_Reddit_Debate_12)**[:](#_Reddit_Debate_12) It just gets better and better with you, doesn't it? Read carefully. "A rose is a flower" is definitely a tautological statement. How can you tell? Because "rose" is the subject, and "is a flower" contains only information that is already implicit in "rose". This is called redundancy, and it makes the statement a tautology...as much a tautology as "a rose is a rose" (because these two statements contain exactly the same amount of information regarding the subject, and this amount of information is already implicit in the subject alone). Not a propositional tautology, mind you, but a tautology nonetheless. (If you don't believe me, try a good online dictionary. I recommend OneLook.)

Now, say that we change the above statement to "the flower is a rose." The subject is now the noun phrase the flower, and the predicate is a rose tells us what kind of flower we are dealing with. Because the predicate carries information not present in the subject alone, it is not as tautological as the first statement. However, it may surprise you to learn that although it is less tautological than the first statement, a case can still be made that it is "somewhat tautological", because it tells us that the flower is a specific kind of flower, when we already knew that the flower must be some specific kind of flower by definition. That is, since rose implies flower, it carries a combination of new and redundant information when attributed to "the flower". So you see, this strange, oversimplistic idea that you can always draw a sharp line between tautological and nontautological statements does not hold true in the real world. It might help occasion a chorus-line hot dog dance with your knucklehead buddies from the Unofficial Anti-Pseudoscience Executive here at Wikipedia, where everybody's an expert who really really wants to be, but it won't fly with anyone who actually knows what he's talking about. (Your error count is now 45, and when I get around to your last string of howlers, it will of course go even higher.) Asmodeus 00:57, 29 August 2006 (UTC)

Asmodeus, please mind your civility. Witty, subtle digs are one thing, but "knucklehead" really just is too straightforward, don't you think?

Anyway, you're still wrong. Here's why. You are saying that "a rose is a flower" is a tautology as a figure of speech. I prefer the term "reduncancy" for that concept. But even then, it is not completely redundant, since the information contained in the predicate is less than the information contained in the subject.

We could say "a rose is a flower with x and y characteristics". This follows the old Aristotelian conception of a definition as containing a genus and differentia. That way, we could interchange the subject and object ("a flower with x and y characteristics is a rose") and still have a true statement. You have had to "cheat", you see, in what you wrote above, by swapping an indefinite article with the definite article, in order to get "the flower is a rose" to be true. And "the flower is a rose" is not in any way a tautology...that is complete nonsense. There are no "degrees of tautology": it is an attribute which a proposition either does or does not have.

All of that aside, it most certainly is not the case that "a rose is a flower" is necessarily true. As we have seen, I can propose an alternative definition for "rose", which would render the statement false in certain circumstances. This is my point about the CTMU. Even if principles such as "Mind=Reality" are semantic tautologies, it does not make the theory necessarily true. Only a logical or syntactic tautology can do that, Asmodeus. Two distinct meanings of the word "tautology" (which as I say is why I prefer "redundancy" for the figure of speech). And the statement "Mind=Reality" is not necessarily true, in the sense that {P or not-P} is. It is only true as long as a rose is a flower. Which just does not cut it.

Finally, you see fit to tell me that in a tautology, the maximum amount of information is already encoded in the subject. Great: this is a point I made way back at the beginning of this discussion, on the CTMU's talk page, even, if I recall. Thus, if that is to hold, are we to then accept that the CTMU contains no more information than that encoded in its three "tautological axioms"? Byrgenwulf 06:45, 29 August 2006 (UTC)

**[Response #13](#_Reddit_Debate_13)**[:](#_Reddit_Debate_13) You're talking with your mouth full. In case you don't know what I mean, consider the following exemplary dialogue.

**Adult**: "Junior, I've caught you with your hand in the cookie jar for the last time. You've been naughty and you're going to be punished."

**Junior**: "Wait a minute (crunch!). Why is it a 'cookie jar'? Why not a 'pickled herring jar' (munch, crumble)? The jar could hold anything. It is a 'cookie jar' only because you have defined it as such. Your accusation is based solely on a choice of definitions. It is a semantic ruse! (gulp, smack!) And please mind your civility!"

The sentence "A flower is a rose" is either simply false (inasmuch as a flower can be of any kind whatsoever), or it is redefinition of flower which ignores any previous definition. In the latter event, we begin with the undefined term flower and then define it by synonymy with (the so far empty term) rose. Since flower is initially undefined, we are merely equating two empty terms without increasing the information content of the definiendum. Due to the form of the statement, it is a semantic tautology, information-free and meaningless. To enable the addition of any information at all, we must assign informational content to rose and use the definite article "the" to identify the specific subject to which this information is being attributed. This is why the definite article the had to be added to the second statement, and it in no way impairs the conclusions drawn on that basis.

Similarly, "A rose is a flower" is true by definition. Were you to redefine "rose" - e.g., "A rose is X" - then the above reasoning would apply; either your definition is information free, or it contains information permitting its misapplication and subsequent falsification. In the former case, we clearly have an empty tautology...a mere synonymy of empty terms. And in the latter case, we still have a tautology, because in looking at any particular rose, we know immediately that it is an X *because you have previously defined it as such*. In recognizing it as a rose, we have automatically recognized it as an X; X is already built into our recognition routine, where it has been implanted in the form of the definition "A rose is X".

Until you can handle this sort of reasoning, you don't stand a snowball's chance in hell of understanding the first thing about the CTMU. So why bother arguing about it? Be a good student, take a few more elementary logic classes, listen very closely to everything that the hacks say to you, and then come back with a degree and another debate challenge for Langan. That way, Langan may at least be able to rationalize the ensuing waste of time as an opportunity to squash a real card-carrying "acadummy" (as he has been wont to label snooty professional academics). Asmodeus 15:30, 29 August 2006 (UTC)

No, Asmodeus, I can handle this sort of reasoning, I just refuse to pretend that it is valid reasoning, that's all. I know the CTMU's based on it, of course. That's why the CTMU is so grossly flawed.

You see, you have now outlined two options: either a statement is devoid of information, in which case you say it is tautological. Alternatively, a statement which predicates one variable of another using the verbal relation "is", which you insist must be analytically translated as "=", and has the potential to be falsified, you say is also a tautology. That's bollocks. A tautology cannot be falsified, Asmodeus. That's the point of it. I cannot falsify {P or not-P} without evaporating my sanity.

You are completely and utterly wrong, and are just digging a deeper pit for yourself by not backing down and admitting it. While certainly there is another, almost unrelated usage of the word "tautology", as a figure of speech indicating redundancy, if the CTMU is only based on this idea of tautology then it is not "necessarily and absolutely true", because it relies on definitions of words (which are subject to argument and change).

Furthermore, words can be very tricky, Asmodeus...you don't seem to realise the slipperiness and subtlety with which we English speakers use the verb "to be". The sentence "a rose is a flower" can actually be interpreted a number of ways. One possible way is to ignore articles, as you seem to have been doing, and interpret it as the equating of two sentential variables: ("a rose" = "a flower"). This is not only not a tautology, but it is incorrect, as well. Because the two words have different meanings. Or, we can interpret as "a rose is a type of flower", in which case what I said about subsets above applies. But there is no way that if (rose = A) and (flower = B) that the sentence can be translated as (A=B) and still be tautologically true given the standard meanings of the words involved (or any other specified meaning, unless the exact same meaning is given to both words).

The only way in which "a rose is a flower" can be truthfully rendered as a semantic tautology is if we say "the set of roses forms a subset of the set of flowers", because it is not a complete definition: it contains the genus only, with no differentia. That latter sentence (with the sets/subset wording), can be said to be analytically identical with a possible interpretation of our example sentence, and it is tautologically true. You see, because "X", in "a rose is X", is not actually "a flower" but "a species of flower", the bold bit being implicit (understood) in everyday speech. But you cannot seemingly acknowledge this.

We could also introduce a differentia to the statement, as I explained above, to read "a rose is a flower with x characteristics"...that statement is tautologically true, just like "a bachelor is an unmarried male", where "male" is the genus and unmarried the differentia. A quick test, which you might find helps, Asmodeus, is to see whether in any given sentence one can replace all instances of one word or phrase with the other and still have the same semantic meaning. Wherever I read "bachelor", I can drop in "unmarried male" and achieve the same net denotative effect (although connotations differ - even more so, as we shall see, in the case of the rose, which is positively laden with connotations in English literature). But I can never substitute "rose" with "flower" in a sentence and have an identical semantic message. Never.

I actually cannot believe that I have to explain this elementary analysis to someone as allegedly intelligent as yourself. It's pathetic. Maybe you should fork out some of your hard-earned money and take some night classes in philosophy and logic, since while you clearly seem to think you understand these things, you are making it transparently clear that you do not (I, on the other hand, have a degree, which included three years of formal logic: not that that is even necessary when correcting an error this elementary). Being able to deploy polysyllables as the correct part of speech in vaguely the right context does not equate with legitimately know what they mean. But Asmodeus and/or Langan seems to think that by using lots of them, they add legitimacy to what he writes. This does not work.

Asmodeus, I strongly suggest you think carefully about how you are embarassing yourself here, and act accordingly. I know it is difficult for some to concede a point without losing face, but I can assure you that things will only get worse if you continue pressing this. You are just plain wrong. Interesting, also, that you said above that semantic tautologies are "information-free and meaningless", when it is, of course, on alleged semantic tautologies that the CTMU is based - not that a statement like "Mind=Reality" is even a true semantic tautology, of course, but anyway... Byrgenwulf 16:15, 29 August 2006 (UTC)

**[Response #14](#_Reddit_Debate_14)**[:](#_Reddit_Debate_14) Good grief - you really don't get it at all, do you? No statement which is syntactically well-formed can be falsified in and of itself. In order for a well-formed statement to be falsified, it must convey information, and to do that, it must be interpreted. The interpretation can then be falsified. That's why we introduced the definite article to which you objected so strongly; it implies the interpretation of the subject in a specific referent, and it is this interpretation that is liable to falsification. Given your evident inability to distinguish between syntax and interpretation, nothing you've said here makes any sense at all!

As far as concerns the meaning of "is", are you sure you're not related to Bill Clinton? Your personal confusion about the term "is", which is indeed used to describe both attributive and identity relationships, counts for nothing here. The plain fact is, you don't understand what a tautology is, you don't understand the distinction between syntax and semantics, and you're blustering for the sake of diversion. It's not fooling anyone whose opinion counts for anything; anyone who is fooled by it is just as unqualified as you are.

Wow...talk about "embarassing"! I'm surprised you can even show your face at the front of a classroom (if that's actually what you do). Asmodeus 16:47, 29 August 2006 (UTC)

Are personal attacks and rudeness a common debating technique amoungst CTMU proponents? Jefffire 16:53, 29 August 2006 (UTC)

I see that the karma police have arrived. Just to clarify: first Rumpelstiltskin said that I was embarrassing myself. Then I pointed out that Rumpelstiltskin is the one who should be embarrassed. If I was uncivil, then Rumpelstiltskin was uncivil. Please be more evenhanded in your judgments - it's not nice to disruptively game the system. Asmodeus 16:59, 29 August 2006 (UTC)

Because two wrong make a right... Jefffire 17:01, 29 August 2006 (UTC)

Asmodeus, cool it. I didn't even bother addressing sentences of the form "a/the flower is a rose" in my previous comment, so what you said about definite articles is irrelevant. I spoke exclusively about sentences like "a rose is a flower"...however, since you bring it up again, let me address it.

I never said that a sentence can be falsified "in itself"...when did I say that? But, some sentences have the potential to be falsified, while others do not. For example, "I am drinking coffee" may be falsified, but "either I am drinking coffee or I am not" is always true: a tautology.

"The flower is a rose" has the potential to be falsified, yes. Thus it is not a tautology. Even when said of some specific flower which is, in fact, a rose, the sentence is not "tautological". The sentence itself, both syntactically and semantically, is not tautological, because a tautology is true irrespective of the interpretation of its constituent terms: get yourself a first year logic textbook and look it up. So the blab about definite articles is irrelevant, a red herring.

All semantics is, in this context, is the web of relations between the various logical constants we call "words". What this means is that sentences that are not syntactically tautological (like {P or not-R}) have the potential to be tautological, if our semantic web tells us that {P=R}. But it is not the case that "a rose is a flower" falls into even this category, since d(rose) =/= d(flower), where d(x) is a function which returns the semantic denotation of a word (let's try to be as pretentious as the CTMU, shall we, and decorate our text with superfluous mathematical terminology).

Unless, you wish for the CTMU's "supertautology" to be not a logical tautology but the figure of speech, i.e. reduncancy. It is super-redundant, I'll grant you that, in that it manages to say exactly the same identical thing in a myriad of various ways without actually saying a lot of thing at all. But that doesn't make it a "necessary, absolute Truth", it just makes it tiresome.

The little bit about "not fooling anyone whose opinion counts for anything" is a textbook example of the "no true Scotsman" argumentative fallacy. And what is your obsession with my qualifications? Let us not forget that at the end of the day I am more qualified than Langan.

And there is no bluster in what I wrote: only the facts of this discussion. Nothing I wrote betrays a misunderstanding of the various terms...on the contrary, I was highlighting your own misconceptions, which are clearly so deeply rooted that you cannot see where you are wrong. But I can assure you that anyone vaguely proficient in this topic will agree with me on this...this flower/rose thing is so unbelievably simple it is absurd that we are having this discussion.

I think you have bankrupted yourself, Asmodeus, and that is why you are resorting to incivility again - and I wasn't the one who started it: first you obliquely referred to the members of Wikiproject:Pseudoscience as knuckleheads and apes, then you came up with a metaphor about me being a child with his hands in the cookie-jar, and then you polished your little rant off with an attack on my qualifications. Only then did I say that you were embarassing yourself - which is not really uncivil, but more an attempt to try to get you to see reason. Byrgenwulf 17:40, 29 August 2006 (UTC)

Asmodaus, you've said above that "A rose is a flower" translates to "rose = flower". Then you say that if we reduce that alleged tautology to empty terms "we clearly have an empty tautology...a mere synonymy of empty terms". Reducing your example to such a synonymy of empty terms yields: x = y. So you're saying x = y is a tautology. But neither x = y nor the accurate translation x e Y (where 'e' denotes set membership) and thus the predicate term Yx are tautologies because there are semantic substitutions that can make them false. That's one thing Byrgenwulf has been trying to explain to you. Real logical tautologies, like for example (p -> (q -> p)), remain true under any substitution. I think your error in assuming that x = y is a tautologous synonymy of empty terms explains your belief in statements like "Mind=Reality". CaveBat 17:51, 29 August 2006 (UTC)

**[Response #15 (to Rumpelstiltskin)](#_Reddit_Debate_15)**[:](#_Reddit_Debate_15) If definite articles are irrelevant, then why did you complain about the one which appeared in "the flower is a rose"?

Clearly *the* had some sort of impact, or you wouldn't have objected to it (as we've already seen, it signals a very relevant operation, namely, interpretation.) On the other hand, if it was relevant then but is irrelevant now, then your present comments are diversionary, serving only to steer the discussion as far as possible from its original course. Now, why would I be interested in allowing you to do that?

You go on: "The sentence itself, both syntactically and semantically, is not tautological, because a tautology is true irrespective of the interpretation of its constituent terms."

Only propositional tautologies are "true irrespective of the interpretation of their constituent terms." That is, their object-level interpretation conveys no information. This is precisely why propositional tautologies are perfectly general, which is why they relate to arbitrary well-formed expressions as syntactic generalizations...i.e., as syntax.

On the other hand, if a statement is capable of conveying information, then some of its possible interpretations must be falsifiable. Yet, even though I gave you a link to a good online dictionary site, you still maintain that a falsifiable statement - a statement which has the potential to convey information under some valid interpretation - cannot possibly be tautological. That's incorrect. It can be tautological to the precise extent that it is redundant, nevertheless conveying some additional amount of information in the bargain. That's because redundant and nonredundant information can appear in one and the same expression, and in real life, almost always do.

Logical tautologies distribute over well-formed expressions in the same way that the syntax of a language distributes over the expressions of that language: independently of meaning. The truth predicate can be attributed to an expression containing elementary logic functors or their various semantic derivatives only because tautologies define the relationship between elementary logic functors and the truth predicate itself. Where this relationship does not hold, semantic and/or syntactic truth is quite out of the question.

In other words, you still don't appear to understand the proper relationship between syntactic and semantic tautology, which reflects your evident reluctance to use an English dictionary. Unfortunately, your inability to distinguish and properly relate different kinds of linguistic circularity is in the present context a dialectical brick wall. Until you show some glimmering of understanding regarding these distinctions and relationships, discussing the CTMU with you is nothing but a waste of my time. At this point, all you're doing is rambling for the entertainment of you and your peanut gallery.

I don't have any more time to waste on your low-grade nonsense. I'm doing you a favor by debating you at all, and the bottom line is still just this: you have now made at least 45 distinct errors on which I have bothered to specifically call you. Wait...46. To wit:

46. "Let us not forget that at the end of the day I am more qualified than Langan."

Why, *sure* you are! ;-) Asmodeus 19:26, 29 August 2006 (UTC)

Asmodeus, you seem to forget that a number of times I have explicitly addressed the other meaning of "tautology", as a figure of speech which denotes redundancy in a sentence. Only, the use of that figure of speech is not really an impressive feat.

But let me recap quickly. The CTMU is claimed to be based on tautologies. As Asmodeus points out, dictionaries give two main meanings for the word "tautology". So, either the CTMU can be based on propositional tautologies, or on tautologies-as-figures-of-speech, i.e. redundacy. We have seen that the so-called tautological principles of the CTMU are not tautological in the logical sense, as they are not statements that are true regardless of the interpretation of their terms.

This means they might still be tautologies in the other sense, the figure of speech sense. But they're not. This other meaning of the word "tautology" indicates things like "he drove a huge, big car". But principles like "Mind=Reality" are not based on this other, rhetorical definition of the word tautology, either. And even if they were, these sorts of tautology do not guarantee necessary truth: he could have been driving a little, tiny car. Only a logical tautology can guarantee necessary truth. Therefore, the CTMU has no claim to being based on necessary truths. Therefore, given Langan's obvious confusion about the definitions of many, many terms, it is complete bollocks.

But just to appease you, here's a dictionary definition of "tautologous" (this dictionary defines "tautology" as the noun form of the word "tautologous", so the real information is to be found there). Also, Merriam-Webster is at least a vageuely trustworthy dictionary (while still not quite the Oxford). We are given two meanings, which I duplicate here verbatim (including links):

Involving or containing rhetorical tautology: REDUNDANT

True by virtue of its logical form alone.

where the definition of a rhetorical tautology, is, of course:

1. a: needless repetition of an idea, statement, or word.

So, we can already rule out number two: "a rose is a flower" is not a logical tautology, a statement true by virtue of its logical form alone. It is arguably not even a rhetorical tautology (i.e. tautology-as-figure-of-speech, as I have been calling it, or redundancy), but even if it were, this does not make it necessarily correct, as I have pointed out before.

The reason I complained about changing the indefinite article into a definite article is that it alters the meaning of the sentence: semantics. But, analytically, we could say it changes the logical form of the sentence as well: instead of a variable bound by the universal quantifier (a flower is a rose indicates that "for all x, x is a flower iff x is a rose), the definite article gives us an existential quantifier (there exists an x such that x is a flower iff x is a rose). The latter is true of some given objects, since some flowers are roses, but the former is never true, since it is predicated of all objects, and most flowers aren't roses. Also, in a logical tautology, swapping the positions of the variables, because it does not change the syntax of the sentence, results in a sentence which is still a tautology. To use CaveBat's example from Peirce, if we take (p--->(q--->p)) and do a swap, we have (q--->(p--->q)): another tautology (actually the same one, but whatever). So, we should be able to do this with roses and flowers if the sentence were tautologous. But in order to keep it true, when swapping them around, you needed to alter the semantic meaning of the sentence beyond just the two nouns: you had to change the quantifier.

Since we had already established by that stage that the sentence was not a tautology by virtue of its syntax, any attempt to slyly change the meaning of the sentence needed to be pointed out. As it happens, the manner in which you chose to make use of oh-so-convenient change of meaning didn't actually matter, later on. But I couldn't have known that at the time, so I saw fit to point out the trick. Also, Asmodeus, something you have to realise is that while in artificial languages the distinction between syntax and semantics is usually clearcut, in a natural language such as English this is not always the case.

Being maximally charitable, let us imagine that principles such as "Mind=Reality" are tautologous in the rhetorical sense. What does this tell us about their truth value? Nothing. So of what benefit is it to the CTMU to claim that they are tautologies like this? None whatsoever. Analytic philosophy often proceeds by showing that one statement necessarily entails another. Perhaps that is what Langan meant by "tautology".

But not all analytic philosophy is necessarily true, either: it is only true contingent upon the truth of its premises. This simply is not good enough for something claiming to be the "ultimate theory": it has to be necessarily true, which can only be achieved by the manipulation of logical tautologies. But this isn't what happens in the CTMU.

Asmodeus, you are completely and utterly wrong. You do not even understand what "tautology" means, and blur the lines between the two meanings so completely that you seemingly fail to understand the implications of this for the CTMU (reminiscent of the first article on the CTMU, which you also tried to save from deletion, which said that the CTMU may be called the "unified field theory" because it blurs the lines between all scientific fields to the point where they may no longer be individually distinguished: as far as I'm concerned, anyone who can defend a piece of writing which makes statements like that, simply does not know anything about anything). And all the other so-called "errors" I have made, all 46 of them, are actually not my errors, but points where your personal understanding of words and concepts departs so radically from the meanings generally assigned to them that you regard someone who uses words in the generally accepted fashion as being "incorrect".

You indicate above, Asmodeus, that you no longer want to do this. If you want to jump ship now, that's fine. Probably the best option for you, actually, since you have so irrevocably proven your ignorance: better to slink away like a "freedom fighter" from Angola, who fires a few parting salvos from his AK47 over his shoulder (without even turning to face his target) as he runs from the engagement. So don't feel obliged to carry on. Just know, now, that I have a wonderful body of errors that you have made, and shown that your supposed "error count" is nothing of the sort. I note also that you still haven't addressed some of the points I made above, like Langan's abuse of terminology, the nonsensical, circular nature of the SPSCL, the hypocrisy inherent in many of your arguments, etc. Great tactic, that, to claim that what I have written is "low-grade nonsense", when in actuality everyone knows it is all valid, but you simply cannot argue with it anymore. As a reminder to ourselves, let's have another look at the guide from the Internet Infidels board on how to conduct a Langanian argument:

Enter a CTMU discussion. Treat fallacies as if they are irrelevant.

If those that proposed the fallacies insist, state that the CTMU is too big to be bothered with minor fallacies.

Insist that the CTMU is mathematical without offering supporting evidence. Engage people in show-off pseudo-intellectual discussions on Maths, metaphysics, (analytical) philosophy, linguistics and fringe-science.

Try to wear the posters down.

Try to wear them down. Shift arguments, throw in red herrings, treat vague statements as accurate. Mount semantic wars. Question the competence of posters.

Wear them down.

If all else fails, make snide remarks, aggrandize ones ability to crush the minute arguments raised, and make "motions" to leave the discussion which is at that point now allegedly too "inferior" to bother about.

Hang around/ lurk - (getting back the breath perhaps or looking for a crack to get a foothold since its evidently lost).

Go back to 1

So, I take it we are somewhere between steps 7 and 8? Byrgenwulf 07:33, 30 August 2006 (UTC)

Bravo Byrgenwulf! Your points are so clearly explicated. You are both a skillful thinker and writer! No doubt Langan will not risk debating you. I hadn't realized how fundamentally flawed the CTMU is until following you and Asmodeus. Yet a web search shows that the CTMU is fairly widespread. Since you now have a better understanding of it than most or anyone, you might write up a critique and make it available on the web. Otherwise, most netizens who encounter it and lack higher education in areas it addresses are easily swayed by its high-falutin terminology in conjunction with the media's aggrandization of its author. There is, as far as I can see, no formal critique of this much-touted "theory". CaveBat 17:05, 30 August 2006 (UTC)

**[Response #16](#_Reddit_Debate_16)**[:](#_Reddit_Debate_16) To make an interminable story short, and to simply ignore the worst and most irrelevant of your ongoing nonsense, you're simply asserting that the M=R principle is nontautological. Because this principle asserts a limited equivalence between two terms, M = mind and R = reality, you are denying that this relationship (mind = reality) is tautological in the sense of logical necessity.

First, a little background: this principle is really just a statement of empiricism. Empiricism says that reality consists of perceptions or perceptual events. Now, the only way that perception can occur is through a processor which is capable of it...i.e., a percipient. Therefore, empiricism is really the statement that reality consists of an irreducible combination of percipient and perception; because perceptions include not only percipients but percepts (perceived objects, elements of "objective reality" supposedly independent of perception), it follows that reality also consists of an irreducible combination of percipient and percept.

But while this happens to be a very respectable philosophical thesis, that alone does not validate it. The British empiricists and their followers never got around to explicating their thesis, which encompasses many of the roots of modern science, to the required extent. However, they could easily have done so simply by exploiting its tautological nature. Again, in order to avoid your incessant complaints and ridiculous definitional hairsplitting, we will for the nonce replace this contested term "tautology" with generic logical necessity.

Let's elaborate on that a little. A logical tautology like not(A and not-A) is characterized by the fact that it remains true no matter what the variable A happens to signify. In other words, its truth is logically necessary. Now take a look at "Mind = Reality". Both M and R are variables in the sense that their contents can vary, but they also have distinct constant aspects - one is always "mental" (like a percipient), while the other is always real (like a perception, e.g., an act of scientific observation). The question is thus, are percipients necessarily conflated with perceptions?

The answer is both intuitively and analytically obvious, and it is unequivocally yes. You can't have a perception without a percipient. Therefore, we have what I've chosen to call an "analytic" or "semantic tautology" (you can call it whatever you like, but the CTMU is Langan's theory, and I believe that my choice of terminology closely parallels Langan's own). So that's it, Q.E.D. Error number 47.

Now that we've put our fingers on your most recent error, let's have a closer look. Although M=R is what Langan would call a "semantic tautology", a distinction is normally made between percipients and percepts. While these too are conflated by M=R, they can also to some extent be distinguished. Therefore, they have a nonempty intersect and a disjunction. As the PCID paper makes abundantly clear, the M=R principle is simply the basis on which their nonempty intersection is taken, and their disjunction interpretatively accommodated. Langan identifies this nonempty intersection, which includes logic, as "SCSPL syntax". In particular, this syntax includes logical tautologies.

Mathematically, logic is a language, and algebraically, we already know what a language looks like. But how must the language concept be altered and extended in order to use the language of logic as the syntax of a "larger" language capable of accommodating the M=R disjunction, and of serving as the framework of an overall theory of reality? The CTMU and SCSPL comprise the answer to this question. Let your errors occasion your enlightenment, and you will become a better person for it.

Now for the backlog.

29. In the course of this discussion, I have always properly distinguished and related the different kinds of tautology. You, on the other hand, apparently failed to understand these distinctions, and therefore concluded that I must have been referring to logical tautology alone. That's your mistake, not mine.

30. No, the uber-troll is hardly as notable as Grendel. It's just a hyperactive Internet troll who uses many pseudonyms and often claims to be located in Africa. I was once informed that it had developed a fixation on Langan and the CTMU. For my own part, I have indeed been periodically annoyed by "Africans" inexpertly affecting various levels of English fluency. For what it's worth, you would be one of the more fluent variants.

31. You're apparently trying hard to become a privileged member of the biggest and most exclusive club of all: Academia, Inc. In all likelihood, you have spent and/or borrowed a lot of money to do so, and sucked up so much abuse and disinformation that very little of your personal dignity, and philosophical integrity, remains intact.

34. No, you're still unqualified, because you make too many elementary mistakes to be qualified. Of the 47 errors for which you've thus far been nailed, I stand by my determinations on all of them. Only a small fraction would prove you unqualified to pretend expertise about much of anything, much less a potentially important theory containing many new ideas.

36. Who cares about your misunderstanding of Godel, to which we all became reconciled prior to the CTMU AfD? The diagonalization reference was your mistake. You claim that you made this mistake deliberately. But in my opinion, you made it out of pure confusion, caught it some time later, and then tried to blame your opponent for not wasting further time to educate you on the distinction. This ploy evidently worked on the peanut gallery, but not everyone is that easy to fool.

37. You have already shown that you understand almost as little about SCSPL structure and dynamics as they did in the 16th century. Therefore, the naivete is all yours.

38. A language is an overall algebraic relationship of linguistic components which contains various kinds of relationship, including semantic relationships. This is inarguable, and it involves no misuse of terminology. If you don't believe me, go ask one of your instructors. Your wheel-and-car analogy doesn't fit, and therefore constitutes another error. [48 errors]

39. I'll agree that somebody is parading his ignorance, but it's not me. In the context of a given mathematical structure (e.g. Euclidean geometry), duality is characterized by the partial invariance of a property or relationship of that structure under a switch involving unary (point-like) and binary (edge-like) relations. For example, consider the following relationship: "Two points determine a line segment (as its endpoints)." Switching points for lines, we get "Two (intersecting) line segments determine a point (of intersection)." Behold an example of duality! Similarly, V and V\* share vector space structure despite the fact that the elements of V\* map the elements of V into R, changing linear entities (the vectors in V) into "endpoints" of dual-linear entities (the vectorial elements of V\*). It thus appears that we have changed lines into points while leaving certain aspects of vector space structure intact, and this too fits the above definition (although, as you correctly point out, there are differences among specific realizations of the duality concept). That's the first error you've made here. Your second error: in (e.g.) graph theory, edges are precisely the binary adjacency relationships between unary vertices. Congratulations - you've now split one error into two, one for each of the two mathematical structures on which your confusion centers. [49 errors]

40. Mind = reality is in fact identical to syntax (see the beginning of this response); syntax is the distributed intersect of M and R, which are therefore identical within its range. The existence of this intersect is not an assumption; it follows directly from the generic fact of observation. This has been repeatedly explained to you, and your obstinate refusal to acknowledge it constitutes another error. [50 errors]

41. Once again, I'll agree that somebody doesn't understand the meaning of certain terms...but that would be you. The problem of induction refers to the fact that inductive inference entails the uniformity of nature, which is also what it seeks to establish. This kind of circularity is implicit in all inductive processes; induction is extrapolative by nature, and thus requires a basis of extrapolation. The CTMU recognizes the inexorability of this inductive circularity, but instead of basing it on localized observations or semantic operations which may not be general (and are therefore subject to the problem of induction), bases it on syntax, as implied by the generic fact of observation. That's the only way to deal with the problem of induction. Secondly, if nature were not uniform with respect to logical syntax, then the mind - which shares that syntax with reality (that's the M=R principle) - would lack a uniform grammar in terms of which to recognize (and scientifically observe) nature. You can't bargain your way out of this; if logic does not distribute over nature as syntax, then goodbye observation, and goodbye nature. (By the way, you are right about one thing: by the necessity of explanatory closure, the problem of reality must indeed be intrinsically transformed into its own solution. That is, closure ultimately demands circularity. If you can't accept this, then you should study a shallower sort of philosophy more distant from ontology.)

43,44. I've got to hand it to you, Rumpelstiltskin - there's nothing quite as poignant as (what sounds like) Christian sensibility from somebody who has disowned his soul.

45. (see error 39, on which you managed to base two distinct errors)

46. It all comes down to syndiffeonesis. In order to distinguish a ratewise difference between any pair of physical processes, we need a form of processing which distributes over (embeds, carries) both subprocesses, i.e., which is coherent with respect to them and thus transpires at one distributed rate. (Forget about parallel recognition of relative values without distributed processing, and remember that we're not talking about a "background process", but a distributed process which is occurring through localized grammatical processors.) Thus, we require an invariant metavelocity...a pregeometric simulation process that transpires at one uniform rate. This simple observation makes it unnecessary to rely on Maxwell's equations or the Michelson-Morley experiment to understand why an invariant "metavelocity" must hold (although one does need to go beyond this simple kind of reasoning to assign it an exact value). In the CTMU, this metavelocity is the invariant rate of conspansion c, and it corresponds to the speed of light in vacuo. [51 errors]

47. You claim that the statement "nobody has ever actually seen a set coherently include itself in the usual confused sense of that phrase - it has a more detailed interpretation in the CTMU" is "funny" because "Langan defines the SPSCL's global processor Γ to contain a set O of active reflexive objects, which in turn contains Γ." But we're talking about two distinct senses of inclusion or containment here, and as I've already pointed out, this dual kind of self-containment is not identical to the muddled, paradoxical sort of self-containment current in standard set theory. Unlike the CTMU, set theory offers no means or mechanism for self-inclusion; as I say, nobody has ever seen a set include itself as an element, much less by way of the limited operations available within set theory. That's why set theory incorporates semantic barriers which simply preclude its expression. [52 errors - and once again, congratulations!]

Incidentally, you have already lost this debate many times over. If I "jump ship", it will only be due to the fact that you are wasting my time with your absurd and utterly tedious insistence that no matter how many errors you make, you are nevertheless entitled to keep making them. Having established to my complete satisfaction that your critiques remain fundamentally incorrect, I now regard the debate as over, and you as having been about as thoroughly squashed as an opponent can be. Accordingly, if you want this dialogue to continue in any form, you should take care how you address me. Otherwise, you will either receive no response, or a brief reminder that having made over 50 errors, you are no longer entitled to have your criticisms taken seriously.

Speaking of which...as previously agreed, Langan now owns that part of you which ties you to the SCSPL identity, and is not claimed by the identity itself (which claim Langan would regard as prior). He is, of course, free to reject anything too corrupt for salvage, and will probably do so. Since you do not recognize the existence of this part of yourself, which Langan has called the "soul", this will probably not cause you the slightest qualm. Now have a nice day. Asmodeus 16:37, 31 August 2006 (UTC)

Wikipedia is not here to provide a forum for discussion, but for the record, in my experience the universe cares very little for English language word playing. Take the debate to some forum elsewhere, anywhere. Jefffire 16:42, 31 August 2006 (UTC)

Unless one is performing an experiment or building a device, it's all "word games". The "word games" that I play rely heavily on logic, considered as a branch of mathematics. Rumpelstiltskin decided to contest certain logical issues on his Talk page, and that was his right. If you dispute this, then take it up with Rumpelstiltskin - it was his debate. Asmodeus 17:23, 31 August 2006 (UTC)

Asmodeus, you just don't get it, do you? Mathematics, philosophy, physics and formal logic all make use of quite a bit of terminology. This terminology is not just there to make whoever is using it sound knowledgeable or impressive. It is there because each word carries with it a very specific meaning, and if one does not use these words in the manner in which they are generally used, one is bound to make mistakes in one's work.

Let's look at the M=R phenomenon a little more closely. What you are essentially saying is that there are perceptions, things which pick up on and process perceptions, which you call percipients, and things which are perceived, i.e. percepts. Fine: that is straightforward. You say, then, that there is a "non-empty intersection" between perceptions and percipients. First, a non-empty intersection, as you ought to know, is not expressed by an "equals" sign, which is usually used to denote identity. Next, the objects of reference of mind and reality are not the same. Let's denote by "m" the things which can be said to be a part of mind, and "r" the things that can be said to be a part of reality.

Now, we can devise a relation, let's call it "N", which maps states of "m" into states of "r"...a sort of "epistemic naturalisation function", we could say, since ultimately our minds are based on our brains, which are simply lumps of warm, wet matter. Any content held in our mind must, a little bit of common sense tells us, be expressible as a state of matter, unless we wish to embrace some sort of horrid dualism. An interesting question, as it turns out, is what kind of relation this "N" is: is it one-one, onto, etc.? Can multiple states of mind be represented by a single state of matter? Can a single state of mind be represented by multiple states of matter, etc.? Importantly, the answers to those questions are not trivial.

However, we must be careful here. You see, the objects in the domain of this relation are not in the same group as the objects in the codomain of the relation...because that is precisely what the relation does, is take objects from one group and map them into objects from another.

The moral of the little story above is this. Your argument, Asmodeus, about empiricism, percipients, perception, etc., tells us very little besides the fact that this relation must exist. It is even something with which I agree 100%. What your argument does not do, however, is show in exactly what way this is a "logical necessity" in the sense that (P or not-P) is. Nor does it show how this "intersection" between mind and reality is an inevitable semantic offshoot of the common meanings assigned to "mind" and "reality". Nor does it tell us anything about the nature of this relation. Nor does the CTMU paper do any of that.

You see, I am prepared to grant that this "non-empty intersection" is a sound philosophical position. But I cannot grant that it is a "tautology", either "semantic" or "syntactic". It is contingent on too many other assumptions to hold this distinction. Calling it "tautologous" amounts to the assertion of the triviality, or possibly even non-existence, of the relation "N", which is simply an untenable position. After all, in a sense the SPSCL would appear to be an exploration of the properties of this relation, one might say.

So, I understand Langan's compulsion to claim for the SPSCL the status of "absolute and necessary truth". But simply because we "cannot have a perception without a percipient" does not mean that "mind=reality" tautologically (and I use "tautologically" here as a synonym for "as an irrefutable analytical consequence"). It is, in fact, a category mistake of the archetypical variety to do so.

I know that you are going to be unable to accept all of this, Asmodeus. Because clearly this bad habit of thought is so engrained in your consciousness that you won't be able to shake it without making a huge effort, and you see no reason to do so, because you believe it to be right. A vicious circle. But whatever: it is, ultimately, your choice.

Selected comments on the "backlog"

29. A quick survey of the above discussion tells me that it is the other way around.

30. That would probably be because I am not an "African" by birth.

34. Disagreeing with someone who is deluded as to their own level of understanding is only a mistake insofar as it is a waste of one's own time. It is not an error of fact or knowledge, but it is a mistake I have made repeatedly here on Wikipedia. Congratulations: this is the first mistake I have made that you have identified.

36. Bollocks and bluster to try to cover up your error of omission. For shame.

37. What's there to understand about SPSCL? It is a puff of smoke.

38. No, you're wrong. We must distinguish here between formal and natural languages. Since we're talking about a formal language (the SPSCL), I shall restrict my comment to that. A formal language is a set. This set may represent or even contain relations, yes, just as a car has wheels, but it is not a relation itself. Please make sure you understand the meanings of very basic words before trumpeting your ignorance, unless you actually enjoy making a prat of yourself.

39. Vertices in graph theory are not "unary relations". Unary relations are properties: in maths, they are often Boolean-valued expressions, i.e. having a true or false value. The arity of a relation refers to the number of arguments it has: a unary relation has one, binary relation two, etc. In graph theory, we can specify a graph in two main ways: adjacency and incidence. Either we treat the vertices as basic objects and use the edges as a means of specifying adjacency relations between these objects, or we treat edges as the basic objects and use the vertices as a means of specifying incidence relations between edges. In the former case, vertices are objects, not relations. In the latter case, vertices are relations, but are not necessarily unary: there can be any number of edges incident on a given vertex. And not even in all graphs are edges binary relations: in a hypergraph, for example, edges can be incident on any number of vertices (this latter point is a little too general, perhaps, since we can restrict ourselves to graphs proper, but the vertices gaff clinches it). So "vertices and edges corresponding to unary and binary relations respectively" (which is what Asmodeus said) is indeed bollocks. And, let us not forget that Asmodeus tried to explain that the notions of duality in projective geometry and vector spaces are the same thing by making an inspecific but verbose appeal to category theory, in which he confounded the commutative diagrams used in category theory with graphs (while it is conceivable that theorems from graph theory may help in deciding whether a given diagram commutes, chances are that the principles of category theory itself will be more helpful). About the only common strain that runs through all mathematical notions of duality, Asmodeus, is that the dual of (the dual of an object) is the object itself. But this has no perfectly general category theoretic expression, simply because not all the mathematical objects to which duality is applied form categories (category theory is not a licence to generalise freely: on the contrary, it gives us the set of rules for deciding whether or not a generalisation is appropriate, and there are some very specific requirements that a set of objects with their morphisms must meet in order to be called a "category"). I would also dispute that only a "mathematical ignoramus" could be ignorant of category theory: I am not a mathematician, but I happen to be extremely interested in category theory, and use it for my work...and I am certain that many actuaries, for example, who are not mathematical ignorami, do not even know what category theory is. Finally, appealing to abstract nonsense and other manifestations of pseudo-erudition does not work as a tactic against me, or any other vaguely competent person. I would have thought you'd realised this by now. If you are interested in learning more about category theory, since you seem to know so little and understand less, I can recommend this primer, which is written by a mutual acquaintance of ours, none other than the sentient software agent itself. Repeatedly having to explain very simple concepts from first principles is tiresome work, so I'll let a .pdf do it for me.

40. The "intersection of M and R" can only be coherently expressed as the intersection of N(m) and r (see my comment above), and so whether or not this is "syntax" (and you have a peculiar way of using the word "syntax"), the manner in which the CTMU treats it is lacking.

41. Asmodeus tells us that the only way to deal with the problem of induction is to base the solution on a "generic fact", i.e. observation. But this itself makes use of induction. So we still haven't broken out of the problem yet, and are no closer to finding a solution that is not based on turning the problem into a quintain (a verbose sort of straw-man). Admiral Quine once came up with a lovely expression: "our argument is not strictly circular, but rather takes, figuratively speaking, the form of a closed curve in space". I agree that any argument regarding ontology must be a closed curve in space (of course, because human minds have to explain their own existence), but this does not mean that every example of an obviously circular statement is par for the course. Really, now.

43, 44. I have reason to believe that you are acquainted with the quasi-legendary über-troll Andrew Beckwith. Well, his online antics gave rise to the sarcastic expression "Andrew Beckwith pities you". Does this explain things a bit better?

46. This still does not explain why we should equate the "rate of conspansion" with the speed of light, other than that it is convenient to do so, since we know that the speed of light is invariant, just as the "rate of conspansion" is meant to be. Moreover, the speed of light is not a "metavelocity": it is a speed, plain and simple. Also, Langan calls the "rate of conspansion" a "time/space conversion factor". The speed of light is not that: it is the distance that light moves in a given time interval ("conspansive duality" be damned). Finally, SR has a very specific mathematical structure, giving rise to the light cones and hyperplanes of simultaneity and all that, which is derived from the Lorentz transformations. It is not proven in the CTMU that this "rate of conspansion", or "syndiffeonesis" gives rise to an identical formulation to the Lorentz transformations; also, the speed of light is not just any invariant, but Lorentz invariant: has this been proven for "conspansion"? It cannot, of course, be done, with appeal to "conspansive duality", but this would probably involve using the Lorentz transformations as a "given", which doesn't cut it. Most of Asmodeus' argument in his point 46, though, is just bluster, and if one looks at it carefully, one point does not actually follow from the next. And the statement "in order to distinguish a ratewise difference between any pair of physical processes, we need a form of processing which distributes over (embeds, carries) both subprocesses, i.e., which is coherent with respect to them and thus transpires at one distributed rate" is tantamount to the assertion of the "infocognitive" equivalent of an aether theory, mutatis mutandis (particularly when coupled with the "scaling" of "absolute size" of objects, in as much as that has any meaning at all, be it physical or metaphysical, other than a change in Planck's constant related to the "size" of the universe - this can only be avoided if Planck's constant is a ratio between the "size" of a quantum and the "size" of the universe, but this doesn't work because "size" here is not well defined, and an undefined concept cannot have properties, since the ascription of any property is tantamount to a definition of sorts: in short, this part of the CTMU paper, and Asmodeus' defence of it, is a stream of unmitigated conceptual confusion).

47. Utter nonsense: there is nothing in the SPSCL which guarantees that there will be no problems with self-inclusion, other than Langan's personal insistence on this, which counts for less than nothing. Also, we are not talking about two distinct notions of "inclusion" here: we are talking about membership of a set. O forms a subset of Г, and Г forms a subset of O: at least that is what the CTMU paper asserts. And Langan provides no means superior to ordinary set theory (in fact, it is not clear in exactly what way his musings depart from set theory in a beneficial way) for the resolution of statements such as this. Little "MU diagrams" don't help, really. A diagram doesn't prove anything.

Asmodeus, your "error count" is totally invalid. Indeed, I am well entitled to say that it is more accurately a count of the number of times you've embarassed yourself here. Sometime, if I can summon up the will to do so, I might bother counting your total number of errors, and add the number of errors in the CTMU paper to that, for good measure (and because I believe they are your errors as well: even if you are not the originator of the theory, you still err by propounding its validity). But, at a quick count, let's see: you claim that I have made 52 errors. So actually, you have made at least 52 errors. However, claiming that those are my errors in each case is also an error, so that makes it at least 104. Over 100 errors, Asmodeus, is something of which even the most brazen self-proclaimed genius ought to be ashamed, especially when they are made against someone as obviously inferior as myself. So the score is Asmodeus:104; Byrgenwulf:1 (see point 34). Not too shabby, I suppose.

As for my "soul": whoever said that you have proven me wrong? Only you seem to have that opinion, and obviously that doesn't count, since you're biased. So don't get ahead of yourself. You still have a long way to go before you establish to my satisfaction that the CTMU is in any way correct. A good start might be to admit the mistakes you've made so far, and try a different tack, such as using sound reasoning to prove your case, and not verbosity and bloody-minded insistence on being correct. Now have a nice day.

CaveBat, I am flattered that you think I have been at all lucid here. And as for writing a detailed critique on the CTMU, it is something which I have thought about, and intend on doing at some time, once my current state of frenzied real-world obligation has died down a little. I agree that the number of people on Internet forums and so forth who appear to be taken in by it, simply because it sounds very impressive and the chap who invented it is allegedly so clever, is rather alarming: and these people need to be informed of the truth. I think the reason that there is no "formal critique" of this theory is simply that most people would rather make a positive contribution to their field than waste time on exorcising nonsense. But, I do see it as something of a social duty to educate the public and help dispel the mists of ignorance that tend to settle everywhere that people congregate, so I definitely shall write up a debunking at some stage.

As for the CTMU's inventor Himself discussing it with me, I have reason to believe that you have already borne witness to that happening. And seen him being soundly humiliated (to which you contributed quite handily, pressing home the point about rose/flower tautologies as you did). Ah well, c'est la vie, even "the smartest man in the world" cannot always be right, even if he cannot admit it himself.

Jefffire, I agree with you that this is hardly the best place to be playing word games about the CTMU. However, since Asmodeus came and deposited a list of alleged "errors", I felt obliged to respond, and things somewhat spiralled from there. Hopefully, though, Asmodeus is going to skulk away again, now that he has proven his position to be completely untenable. Then I can archive this mammoth talk page and put this matter to bed. Byrgenwulf 12:39, 2 September 2006 (UTC)

For sod's sake, if someone is daft enough to believe that rubbish in the first place then mere reason isn't going to convince them otherwise. Anyone with more than half a wit can see that the whole arguement rests on the foibles of the English language, essentially making the fallacy as the "You can't cross the same river twice" arguement. I don't donate to see the bandwidth taken up with this sort of thng. Leave the cultists with their smug sense of self satisfaction, it doesn't hurt you, and they're hardly likely to convice anyone who doesn't think personal insults are a valid debating tool. Archive this rubbish, and delete anything else added by Asmodeus with the edit summary "Whatever...". Jefffire 14:41, 2 September 2006 (UTC)

I agree emotionally with Jefffire's statement here. However, reading through the "debate" on this page has given me the same genre of pleasure as PZ Myers's slashings of creationism or the Panda's Thumb fisking of the book The Politically Incorrect Guide to Darwinism and Intelligent Design. The good people of the Thumb are currently in the midst of demonstrating that this book "is not only politically incorrect but incorrect in most other ways as well: scientifically, logically, historically, legally, academically, and morally"; what's more, they're doing the job with commendable clarity.

Empirically speaking, the debunkings of pseudo-intellectual nonsense have almost always been more interesting than the nonsense itself. It is for all practical purposes impossible to convince a "true believer" that he has been bamboozled or is bamboozling himself, but a solid piece of critical analysis can do wonders for the fence-sitters, the laity whose attention is captured by a self-appointed priesthood — and who only need to exercise a little critical thought to find themselves free again. If nothing else, debunking Velikovsky has created a few opportunities to teach real astronomy; in the case at hand, a few people might get a taste of Quine they would have otherwise lived without. Anville 15:12, 2 September 2006 (UTC)

**[Response #17](#_Reddit_Debate_17)**[:](#_Reddit_Debate_17) In view of the unkind way you continue to mislead your befuddled but nonetheless adoring peanut gallery, I suppose I'd better attend to some of your most recent mistakes.

1. "What you are essentially saying is that there are perceptions, things which pick up on and process perceptions, which you call percipients, and things which are perceived, i.e. percepts. Fine: that is straightforward."

Well, good!

2. "You say, then, that there is a "non-empty intersection" between perceptions and percipients. First, a non-empty intersection, as you ought to know, is not expressed by an "equals" sign, which is usually used to denote identity."

The "=" sign means identity within the range of the intersect (using the intersect symbol here would have conveyed a set-theoretic bias, and that might have been even more confusing to someone suffering from brittle terminology syndrome). Beyond the intersect, identity still applies on a reductive level; since the intersect functions as a medium, all of its content can be said to consist of it, and is identical in that sense. This was all made perfectly clear. You might not have been able to figure it out, but Langan did explain it, so any confusion on that score would be your own fault. [53 errors]

3. "Next, the objects of reference of mind and reality are not the same."

So reality has "objects of reference"? Aren't you trapping yourself in a misuse of language? If reality has "objects of reference", then it refers. But reference is a function of language and mind. Hence, your statement implies that reality shares certain key functions of language and mind. This implies that you accept at least one fundamental premise of the CTMU. (On the other hand, maybe you mean "the objects to which the given terms refer"...in which case, the objects directly acquired by reference both exist within the language processor employing those terms and are to that extent identically reducible to their common processing medium.) [54 errors]

4. "Let's denote by "m" the things which can be said to be a part of mind, and "r" the things that can be said to be a part of reality."

...but of course, with no prior assumption of any fundamental difference. Assuming such a difference at the outset would amount to circular reasoning, which you claim to reject.

5. "Now, we can devise a relation, let's call it "N", which maps states of "m" into states of "r"...a sort of "epistemic naturalisation function", we could say,..."

...and vice versa, just for the sake of symmetry. That is, rather than just N = N:m-->r, what we actually have is N = (N1:m-->r, N2:r-->m). Once again, asserting an asymmetry at this point would amount to circular reasoning, which you claim to reject. [Arguably an error, but I'll cut you some slack.]

6. "...since ultimately our minds are based on our brains, which are simply lumps of warm, wet matter."

...by your personal assumption, which you can't prove and which many others do not accept for very good reasons. One of those reasons may be that you have not yet adequately defined "matter". (For his own part, Langan defines "matter" as a particular kind of reflexive information processor, but I take it that you disagree.) [55 errors]

7. "Any content held in our mind must, a little bit of common sense tells us, be expressible as a state of matter, unless we wish to embrace some sort of horrid dualism."

You seem to be talking about "supervenience", and you don't want to be making any circular assumptions there either. On the other hand, if you mean that mental content must be associated or correlated with processors...well, the CTMU contains the implications of that statement. (By the way, to assume that materialism is the only escape from dualism is simply ridiculous. Even if the CTMU did not exist, there would be other forms of monism to consider.) [56 errors]

8. "An interesting question, as it turns out, is what kind of relation this "N" is: is it one-one, onto, etc.? Can multiple states of mind be represented by a single state of matter? Can a single state of mind be represented by multiple states of matter, etc.? Importantly, the answers to those questions are not trivial."

How right you are! These questions are indeed interesting, and the answers are indeed nontrivial. Clearly, given that empirical science is doing nothing to answer them, a larger conceptual framework is urgently required.

9. "However, we must be careful here. You see, the objects in the domain of this relation are not in the same group as the objects in the codomain of the relation...because that is precisely what the relation does, is take objects from one group and map them into objects from another."

But again, that's an assumption. You have no a priori knowledge that the domain and codomain are not merely different aspects of one and the same thing. In fact, they must be; relations, like their relands, require support by some sort of distributed storage and processing medium, and the distributed intersect of the relands is the only medium that can do the job. (A medium which is nondistributive on its most general level is disconnected, and cannot accommodate a structurally or dynamically connected reality as content.) [57 errors]

10. "...this "non-empty intersection" is a sound philosophical position. But I cannot grant that it is a "tautology", either "semantic" or "syntactic". It is contingent on too many other assumptions to hold this distinction."

Then name the "assumptions" without making any of your own. You can start by eliminating all of the assumptions on which you have just been called. [Your presumption is arguably an error, but I'll let it pass.]

11. "Calling it "tautologous" amounts to the assertion of the triviality, or possibly even non-existence, of the relation "N", which is simply an untenable position."

If you choose to define "tautology" in so restricted a way, then feel free to replace it with "logical necessity". The logical necessity of the relation "N", the extent of which is simply contracted to 0 in the CTMU, in no way makes it trivial or nonexistent. [58 errors]

12. "After all, in a sense the SPSCL would appear to be an exploration of the properties of this relation, one might say."

That's right. It is also an exploration of the logical entailments of this relation, including the nature and functionality of the storage and processing medium which coherently supports it.

Let me give you a piece of friendly advice. If you really are a would-be philosopher, and if your name is really "Rumpelstiltskin", then you should really start being more careful. As an aspiring academic, you are in no position to claim that you have read and understood a paper while trying to use the truth of its own assertions against it, even on the grounds that its author may have transgressed certain neat-and-tidy terminological boundaries to which you are personally attached. You're supposed to make an effort to work within the author's framework and comprehend the author's points; that's what it means to "understand" his work. After all, he may have had a reason for using the terms he has used, and you are not in a position to make summary judgments to the contrary.

People with reputations to protect understand this. It makes no difference to them that some pseudonymous "bright" has stood up to make a fool of himself, or that such a "bright" has managed to elicit approval from a similarly anonymous peanut gallery. People with actual standing in their professional communities have a right to avoid personal humiliation, and out of respect, you should stop trying to draw them into your puddle of quicksand by "recommending" their category theory primers, linking to their talk pages, and so forth. As far as they are concerned, you may well be nothing but a loud, opinionated liability bent on exposing them to personal embarrassment, and it is neither fair nor respectful of you to assume otherwise.

The rest of your critiques have already been dealt with, and you have brought to bear no new and exculpatory reasoning regarding them. Hence, they will be ignored. However, while you have already emerged the loser from the debate you started, your error count continues to rise. It now stands at 58.

[P.S. To the peanut gallery: Some of you seem to be getting impatient with this dialogue. If you don't want me to respond to Rumpelstiltskin's ongoing nonsense, then stay out of the discussion. As long as you insist on conveying the false impression that Rumpelstiltskin's errors have somehow enabled him to emerge victorious, I'll be forced to look out for the intellectual welfare of those few innocents who bother to read Wikipedia's member talk pages.] Asmodeus 16:42, 3 September 2006 (UTC)

Now try it in Chinese ;) . Jefffire 17:24, 3 September 2006 (UTC)

**[Response #18 (to Jefffire)](#_Reddit_Debate_18)**[:](#_Reddit_Debate_18) Be careful - although you seem to be somewhat less enamored than Rumpelstiltskin of pointless terminological hairsplitting and other circumnavigations of content, the irrationality of your remarks is just as obvious and can easily be debunked in any language. Above, you stated "the whole arguement [sic] rests on the foibles of the English language, essentially making the [same] fallacy as the 'You can't cross the same river twice' arguement." To employ your own phrasing, anyone "with more than half a wit" can't help but recognize this statement as pure manure. Again, please stay out of the discussion unless you want it to continue arbitrarily. Rumpelstiltskin is evidently encouraged by your sniping, and as long as it persists, will not be able to keep still. Asmodeus 18:28, 3 September 2006 (UTC)

But you're not even responding to the same editor, lol! Jefffire 18:33, 3 September 2006 (UTC)

Hello Asmodeus. I am going to confine my comments here to the absolute minimum. First, a little bit of etiquette. I am not on first name terms with you. Therefore, you may address me as "Byrgenwulf", or, if you insist on using my RL identity, you may call me "Mr. O'Grady". But I would prefer it if you do not use my first name. Thanks.

Next, on terminology: normally, I am not quite so preoccupied about terminology. However, since both you and the CTMU toss so much of it about, and much of it is misused, I saw fit to raise this fact, and press it home. Words have meanings, and if we don't use them in the correct fashion, we cannot expect the results of our musings to be valid.

On assumptions. I never claimed that what I said contained no assumptions: on the other hand, the CTMU does make that claim. But, if I make a statement which is contrary to the CTMU, and my statement is an assumption, then its negation in the CTMU must also be an assumption, namely the negation of my own. Alright, maybe not an assumption: it may the conclusion to what may even be a convincing argument. But it is not always a self-evident fact.

On circularity. Reality does not have objects of reference. The word "reality", however, does. That is obviously what I meant, and once again, it is the failure to appreciate subtleties like that which renders the CTMU flawed. Lines are constantly blurred between object and theory, language and metalanguage, model and interpretation.

On reputation. I believe you are kidding yourself when you think that the reason the CTMU has not received serious criticism from "people with reputations to protect" is because they will damage their reputations by doing so. It is certainly true that personal insults are far more common currency in CTMU debates than in many other fields, and no sane person would expose themselves to that by choice, I don't think, but then no-one takes your invective too seriously, anyway. Also, all I did was link to a .pdf file of a primer on category theory, so that you might read it and hopefully better understand what you're talking about. You, on the other hand, deposited an absolutely nauseating message on John Baez's talk page, a bizarre hybrid of nudge-nudge/wink-wink sycophancy and tongue-in-cheek condescension, the presumptuousness of which is tempered only by its extreme absurdity ("just a heads-up"). So I really don't need lessons in personal conduct from you.

I have little interest in entertaining you and your delusions any longer. We are obviously not going to agree here; but I have established beyond a shadow of a doubt that the CTMU is nothing but a polysyllabic farce. I understand it, and understand what Langan is trying to do. I just feel that it is pretentious, pointless, and fundamentally misguided. You obviously feel very strongly that the opposite is the case, but my advice to you is to go and tell someone who cares, and who will believe you. No-one here seems to. What you are doing now amounts to trolling, and any new inflammatory comments will be treated as such and removed. Let's remember that you were not invited here to discuss the CTMU: my invitation expressly stipulated that we do it elsewhere - although there is little point in that even, since I think we've said everything that needs to be said on this matter. If after 24 hours there are no new posts on this thread (not counting ongoing straw-clutching remarks from Asmodeus) I shall archive this mess. Byrgenwulf 19:26, 3 September 2006 (UTC)

**[Response #19](#_Reddit_Debate_19)**[:](#_Reddit_Debate_19) In repayment for your merciful brevity, I'll keep my answers brief as well. However, in order to avoid confusion, I'll append them to your comments.

1. First, a little bit of etiquette. I am not on first name terms with you. Therefore, you may address me as "Byrgenwulf", or, if you insist on using my RL identity, you may call me "Mr. O'Grady". But I would prefer it if you do not use my first name. Thanks.

I disagree. If we were not on a first-name basis, you could never have squandered so much of my time so freely. However, pending your next breach of etiquette, I'll respect your wishes anyway.

2. Next, on terminology: normally, I am not quite so preoccupied about terminology. However, since both you and the CTMU toss so much of it about, and much of it is misused, I saw fit to raise this fact, and press it home. Words have meanings, and if we don't use them in the correct fashion, we cannot expect the results of our musings to be valid.

In the CTMU context, the meaning of CTMU terminology corresponds to its usage by the author of the CTMU. Regarding your impression that some of this terminology might be totally disconnected from standard usage, I helpfully directed you to a good online dictionary. Evidently, you chose not to use it. This strongly suggests that you aren't really interested in anyone's usage but yours. However, since the CTMU is not your theory, it isn't your usage that counts.

3. On assumptions. I never claimed that what I said contained no assumptions: on the other hand, the CTMU does make that claim. But, if I make a statement which is contrary to the CTMU, and my statement is an assumption, then its negation in the CTMU must also be an assumption, namely the negation of my own. Alright, maybe not an assumption: it may the conclusion to what may even be a convincing argument. But it is not always a self-evident fact.

You're quite right - the negation of an assumption is not necessarily an assumption. After all, the original assumption may have contradicted a logical necessity (as in my opinion it did). Thanks for your frank if belated admission that the CTMU might not be a mere assumption. In view of that concession, I'm willing to grant that some may not see it as self-evident.

4. On circularity. Reality does not have objects of reference. The word "reality", however, does. That is obviously what I meant, and once again, it is the failure to appreciate subtleties like that which renders the CTMU flawed. Lines are constantly blurred between object and theory, language and metalanguage, model and interpretation.

Reality is understood largely through words connected to each other by reference. The referential connections among words are supposed to reflect real connections among the corresponding parts of reality. Yet, you seem to feel that reference is "too linguistic" to describe the true nature of these real connections themselves. In other words, reference corresponds to reality, but reality does not correspond to reference. Unfortunately, because correspondence is symmetric, that's a contradiction, and it is your seeming blindness to this kind of subtlety that weakens your criticisms of the CTMU. (If you at least realize that there are no hard, fast lines to be drawn between object and theory - that they have an unavoidable overlap - then perhaps there is reason for hope after all.)

5. On reputation. I believe you are kidding yourself when you think that the reason the CTMU has not received serious criticism from "people with reputations to protect" is because they will damage their reputations by doing so. It is certainly true that personal insults are far more common currency in CTMU debates than in many other fields, and no sane person would expose themselves to that by choice, I don't think, but then no-one takes your invective too seriously, anyway.

It's not that recognized authorities would damage their reputations by insightfully, respectfully criticizing the CTMU. They would damage their reputations by criticizing it as you have, shallowly and derisively. Just imagine how bad you could be made to look if (a) you were to become a well-known philosopher, (b) Langan and the CTMU were unconditionally vindicated, and (c) this dialogue were to emerge verbatim, revealing not only that you were instrumental in finagling its deletion from Wikipedia, but that despite what amounted to intensive personal tutoring, it remained well over your head. If you think that this sort of exchange could have no impact on your reputation, I suggest that you rethink the possibilities. (By the way - as I'm sure you must have guessed, I place little value on your opinion of my communications with others, particularly when they don't involve you. In fact, I regard them as none of your business.)

6. I have little interest in entertaining you and your delusions any longer.

Never fear - I have just as little interest in humoring your pretensions of philosophical expertise and understanding.

7. We are obviously not going to agree here; but I have established beyond a shadow of a doubt that the CTMU is nothing but a polysyllabic farce. I understand it, and understand what Langan is trying to do.

Not really. But any time you're ready to devote the time and effort to get a handle on it and put your money where your mouth is, feel free. Until then, you don't know enough to threaten the CTMU or its author in the least. (I have as little regard for your pedantic fussiness as you profess for Langan's polysyllabics.)

8. I just feel that it is pretentious, pointless, and fundamentally misguided. You obviously feel very strongly that the opposite is the case, but my advice to you is to go and tell someone who cares, and who will believe you. No-one here seems to.

Given the level of understanding thus far displayed by you and your partisans regarding the CTMU, I find this neither surprising nor discouraging. However, I do find it a mystery how your blatant philosophical prejudice could pass for "NPOV" on this site. I'd say that Wikipedia has a problem with rabid philosophical bias that has not yet been fully recognized, and that you and your newfound friends are right in the middle of it.

9. What you are doing now amounts to trolling, and any new inflammatory comments will be treated as such and removed.

That's an unfair accusation. Ever since you complained that I'd refused to debate you (see the beginning of this thread), I've been trying to give you all the attention you deserve. I'm sorry that you're still disappointed, but I tried. (I do have the right to defend myself, so if you remove these comments, they will be replaced...if need be, in the appropriate archive.)

10. Let's remember that you were not invited here to discuss the CTMU: my invitation expressly stipulated that we do it elsewhere - although there is little point in that even, since I think we've said everything that needs to be said on this matter.

Let's be honest - you, and you alone, chose the timing and placement of this exchange without consulting me. You should hardly be surprised that your subsequent stipulations were ignored.

11. If after 24 hours there are no new posts on this thread (not counting ongoing straw-clutching remarks from Asmodeus) I shall archive this mess.

If I were you, I'd want to hide this exchange too. Incidentally, you should probably start thinking about reworking your User Page - it's rather confrontational and could easily be viewed as a challenge to be answered right here. Asmodeus 07:06, 4 September 2006 (UTC)

Oh hello, Asmodeus. I must hand it to you, that while these numbered paragraphs are a stylistic abomination reminiscent of a legal document, they do make it easier to address specific points. So on we go then!

2. Well, I certainly agree that the author of the CTMU has the right to use words however he pleases: as does anyone. However, Humpty-Dumpty diction is not really an efficient means of communication, and especially when dealing with matters as pernickety and precise as philosophy, science, and logic, one really does need to be accurate.

3. What I "admitted", Asmodeus, is that the CTMU is not a self-evident, necessary truth. That is all. And that's not really a startling observation, I shouldn't imagine.

4. I think that, as usual, you are deliberately missing the point. All that linguistic reference can do is give us a "calculus of perceptual relations". Nay, not even that, because language already distorts perception: we need to narrow down language and make it specific in order to be more accurate. And since language gives rise to a mammoth web of relations between words themselves, which web will differ from person to person in such a manner as two peoples' webs can never be completely reconciled, it does not matter that once in a while language tangentially touches upon something "real": we are still only hunting ghosts.

5. Actually, Asmodeus, I don't think that this little discussion makes me look that bad. But I shudder to think how humiliating it would be for the CTMU's originator if he were proven to be participating in this discussion under a pseudonym, insulted those who disagree with him, had a 22-year-old grad student tell him where he's gone wrong in his thinking (even if he can't accept this himself), and just generally conducted himself in a fashion which is a good deal less than becoming of someone of his alleged intellect and understanding. I also find the veiled threat in your comment quite laughable, and incredibly naïve: I can assure you, Asmodeus, that there is not much in the CTMU to be "unconditionally vindicated". What valid points it makes have been made before by other thinkers (almost all of whom go uncredited in the CTMU paper); and the pretentiousness of the author's other claims render even these few aspects of it risible and hollow. Also, Asmodeus, respect is something that has to be earnt if it is to have any value. Your behaviour here is not deserving of respect, I don't think. Let's, just for a second, pretend that you are right in your insinuations: I am a precocious little upstart, and you are an all-wise, infinitely insightful sage. Even under these circumstances, your sneering manner and pompous airs would be wholly uncalled for, since I would hardly pose a threat to you, and, if you were in the right about the CTMU, your demagogic talents would have swayed the hordes at the deletion proceedings. But since the opposite is the case (I have merely been trying to bring a little bit of reason and logic to this benighted, anarchic repository of alleged knowledge, while you have been trying, unsuccessfully, to establish a place on it for your pet theory), your conduct reveals what I can only interpret as a deep-seated insecurity and fear of being found wrong; something you will not let happen under any circumstances whatsoever, and will go to extreme lengths to prevent. I mean you no personal harm, Asmodeus. However, I feel that I have a duty to those I teach and to everyone else who is trying to learn, to keep what could be a superb reference work free of misleading personal aggrandisement conducted at their expense.

6, 9, 10. Let's quickly review what has happened here, Asmodeus. A new user, CaveBat, suggested that I engage you in a debate on the CTMU. I told him that I had already made that offer to you, and been denied. You then came along and claimed that such a discussion had already happened, and deposited a list of alleged "errors" that I had made. Because, just like you do, I have a right to defend myself, I felt the need to point out that those weren't "errors" at all, merely a bulleted list of your own misinformed opinions on things. And from there on, this slinging match over various matters ensued. Now, I suggested recommencing our relationship on express terms of mutual civility: I would cease making snide remarks about the CTMU, and you would cease making snide remarks about me. But, seemingly unable to restrain yourself, you continued with your vexatious "error count", your denigration of my intellect and ability, and your disparagement of other users of this encyclopaedia (the APEs from the "WikiProject" boards). So, once again, this engagement escalated. In addition, another editor has expressed concern about the resources that this discussion is taking up...and apart from it sapping my own enthusiasm to contribute positively to this "encyclopaedia" lest my work is savaged and mauled by the hordes of self-promoting kooks with personal agendas to foist upon everyone else, having a 236kb talk page is gobbling up a sizeable chunk of my monthly broadbandwidth allotment (let us not forget that South Africa is a third world country with only one landline telecommunications operator, and we all know how monopolies affect products). And Wikipedia is still not the place for a discussion on the merits of the CTMU, Asmodeus. It is just that simple.

7. There is nothing wrong with pedantry if abuse of language has been allowed to run riot to such an extent that it interferes with the search for truth. In other words, the study of ontology and related matters is an exacting discipline. Ideally, it should be conducted as rigorously as any mathematical investigation. But, since we have been using natural language, we have to be doubly careful that our words do not lead us astray: and being loose with words can lead to problems and anomalies just as surely as division by zero in algebra can let us "prove" that 0 = 1. Hence I have felt it necessary to point out that the CTMU relies on similar tricks (whether or not they were intentionally put into the theory to deceive, or are merely oversight on the part of its creator).

8. Wikipedia has many problems, Asmodeus. One of its biggest, I fear, is that it panders to the majority in all things: the morality and wisdom of the herd is to be held as inviolate and sacrosanct; it matters not whether something is correct, but merely whether it meets ephemeral criteria of "notability", "verifiability", etc. (so much for being an "authoritative" reference); objectionable individuals' activities are not only facilitated by policies and "administrators", but the situation has gotten so bad that a shiny Wikipedia article is now seen by many "epistemic minorities" as being an arbiter of the validity and respectability of their position - a problem when, on the other hand, a shiny Wikipedia article is seen by the naïve majority as being a convenient and reliable source of information, and perhaps even, to use a word which seems to be taboo around here, the truth about a given subject; the lack of any proper authority or control leaves individual editors to fight their own battles with epistemic minorities - something which most of the more competent editors are well capable of doing, but which ties up time and resources which are better spent on other things (not only on the encyclopaedia), and turns what could be a satisfying hobby into a wretched gladiatorial arena. So, in short, the philosophical bias which smothers Wikipedia is nothing but the overall atmosphere of "egalitarianism and political correctness at all costs", since what are the costs anyway, but mere trifling adornments like "truth", "reason", "logic" and "reality"? All things an encyclopaedia must obviously forsake in favour of such desirable traits as "neutrality", "inclusivity" and a hefty dose of neo-Soviet "equality". Wikipedia is a labyrinth of troll-caves into which the unwitting but well-meaning contributor is ensnared on the pretence of "openness", a terrifying glimpse of what a postmodern epistemology is like on a global scale. So, the efforts of the twenty-odd members of WikiProjects Physics and Pseudoscience in combatting weird "theories" and trying to build up and maintain a reasonable corpus of accurate articles on worthwhile subjects are very much a drop in the ocean, Asmodeus. I am sorry that you are offended by such loathsome behaviour, but then one cannot, despite the boundless wisdom contained in Wikipedia's policies, please everyone all the time. Which brings me to:

11. My userpage is inflammatory, is it? Oh no! The comments attributed to you on that page did come out of your mouth, after all. If they sound a little weird a couple of weeks later (like my evident intent to "bite Langan's feet" or my "deceptive habit" of asking for verifiable sources for things), then maybe in future you should put a little more thought into what you write before hitting the "Save page" button. And let's face it, the little rant on your userpage is hardly "isomorphic" to the group-hug sentiment we are meant to embrace as Wikipedia editors, now is it? But I've taken the comments at the bottom out, since I am planning to revamp the page soon, anyway...although I am not sure you will like the new version either, but it will at least be a little less personal, more general. So let's see, shall we?

12. I shall be archiving this page sometime after midnight tonight (GMT), under the title "August 2006", with a link from my "main" talk page. This is not because I feel I have anything to hide (on the contrary) but rather for the reasons explained above. I trust there will be no objections to this, or revert wars to restore it (all comments up to this point will be kept and duly preserved as a record of discussions that occurred, bla bla). Byrgenwulf 09:23, 4 September 2006 (UTC)

**[Response #20:](#_Reddit_Debate_20)**

2. As I've pointed out, all of the definitional errors thus far have been yours...100% of them. (See number 7 below.)

4. Language can distort reality, but it is also the only thing that permits its representation and supports complex reasoning about it. A distinction must therefore be made between its invariant (logically necessary) and variable (fallible, falsifiable) aspects. The CTMU does this by distinguishing between distributed syntax and nondistributed forms of expression, and between linguistic potential and actualization. The M=R identity refers primarily to syntactic potential. Syntax, including logic, is the same for everybody, including you.

5. I don't think Langan considers you qualified to ever become a source of embarrassment to him. On the other hand, your peanut gallery notwithstanding, this discussion makes you look absolutely God-awful, and I'm not kidding about that. You haven't won a single point despite all your lexical fussing and fuming, your tone has wandered aimlessly between snide and vicious, and you began the whole mess by transparently finagling the deletion of an article that describes an inarguable form of truth on grounds of "non-notability" after the mass media had announced and described it to millions of people across the world. You seem to have done this to advance your personal atheist-materialist convictions and assuage your inner terror that there might be others in the world who are vastly smarter than you (and there certainly are). All in all, it's a very bad show you've been putting on here. You'll probably come to understand this as you get older. But if not, then forget about philosophy - even if you manage to grovel and wangle your way to an advanced degree, you'll never find your way to the heart of the discipline. You will simply become part of the reason that academic philosophy is now widely regarded as an irrelevant, unregenerate waste of time. (By the way, if you're dead set on working in a philosophy-related field, the history of philosophy might be a better way for you to go - see number 7 below).

6,9,10. I "came along and claimed that such a discussion had already happened, and deposited a list of alleged errors that you had made", because it is a fact that you made those errors in your initial attack on the CTMU article, as part of a content-oriented assault of the kind that was never supposed to occur within any editorial or administrative procedure at Wikipedia. If Wikipedia is ever to improve, its flaws must be recognized. One of its flaws appears to be that it has become glutted with the same kind of vociferous, torch-bearing atheist-materialist fanatic who frequents sites like The Brights, Panda's Thumb, Internet Infidels and Pharyngula, engaging in the same kind of pack behavior that we saw in the CTMU AfD/DR. As you are one of the torch-bearing atheist-materialist fanatics in question, I'm sure that you believe that Wikipedia and the public at large are well-served by your aggressive, rule-bending pursuit of atheist-materialist ideology. However, inasmuch as this sort of narrow-minded self-confidence is characteristic of zealots everywhere, it does not constitute a valid basis for editorial policy.

7. I'm sorry that Langan's choice of terminology "led you astray". You could easily have solved this by consulting a dictionary - you're not nearly as good with language as you seem to think you are, and need to consult basic references more frequently. In fact, I'll give you an additional pointer. Your main problem with language is really very simple: definitions have underlying models, many of which are based on assumption. When one is switching models, one must be more flexible, reinterpreting language with respect to the new model (either that, or one must coin many more neologisms that even Langan is accused of coining). You clearly want to lock terms into their conventional underlying models, thus destroying their utility for describing any system which departs from conventional background assumptions. This is the (usually insufferable) intellectual strategy of the pedant. That it is yours as well implies that your mind is better suited to the history of philosophy, where the focus remains on old models and ossified definitions, than to cutting-edge philosophy itself. The earlier and better you come to understand this, the longer and more satisfying a career you are likely to enjoy. (I'm not kidding - this is sincere and well-meant advice.)

8. See (6, 9, 10) above. Incidentally, you are not the sole (or even a credible) arbiter of "truth", "reason", "logic" or "reality". These still involve many open questions on which there are many notable viewpoints. In fact, the vast majority of people would say that as a self-professed atheist-materialist "with a chip on his shoulder", you are not even close to being on the mark about those topics. It is thus more than a bit ironic that you bandy these terms about so freely. (Don't be too quick to assume that you're one of the "elites" that Jimmy Wales had in mind when making his notorious some-editors-are-better-than-others comments - you've been caught in way too many errors for that, and your ideological torch is flaming far too brightly.) As far as neutrality is concerned, give us all a break - you're just one of many Wikipedia editors who wouldn't know NPOV if it walked up and bit you in the nose.

11. My User Page deals with a more or less generic set of obvious problems here at Wikipedia, without mentioning names or theories. In stark contrast, your userpage is like a stalker's shrine. Leave it up if you like, but if you do, then anybody can waltz in here any time and respond to its contentious and disparaging remarks, referencing and linking this and other dialogues as extensively as they like. Either resign yourself to this, or tone down your vitriol and depersonalize your concerns. Within a week after coming here, you'd launched the attack that would result in the deletion of the CTMU article; this is now Wikipedia history. Relax, you don't need to specialize in the CTMU any more. Asmodeus 17:06, 4 September 2006 (UTC)

Hmmm...Just a few more. As far as dictionary definitions go, Asmodeus, I think you'll find that they are on my side...and it is not that Langan's words led me astray: they led him astray. You see, your diagnosis of my "major problem with language" is that I do not know that "definitions have underlying models, many of which are based on assumption". I quite agree with your characterisation of definitions, but not with your diagnosis. You see, this was, in fact, a point I have been making about the CTMU since the beginning: principles like "Mind=Reality" are based on the assumptions which underlie words for such complicated entities. We have no a priori reason to assume that syntax helps us overcome these problems, either: on the surface it appears to do so, but then the same could be said of semantics. Syntax, after all, may appear to be the same for everyone, but that is no guarantee that it is "true" in any way: the existence of a common denominator in human cognition tells us nothing more than cognition must be a result of something humans have in common. Like a brain. And all this means is that in some sense our brains must allow us to grow up, mate, and produce more lumps of meat like us (whatever this means in terms outside of human minds); it does not mean that the contents of our brains have much at all to do with what is going on outside them. The existence of a concept like "free will" might be able to sway the argument towards saying that there is some parallel, but the CTMU does not deploy this as a premise, rather appealing to "self-determinacy" later on to address the free will question. I also realise full well that the CTMU "departs from conventional background assumptions". Nothing inherently wrong with that, of course, provided cogent arguments are made as to why the "replacement assumptions" are superior, and all terms are explicitly redefined accordingly: neither of which things the CTMU does, and the former, of course, also implies the expressly non-tautological character of the theory. Also, the change in "background assumptions" does not, for example, render Langan's distortion or overly loose usage of concepts like "duality" any more meaningful.

Many of my arguments here have been centred on definitions of terms. But, Asmodeus, this is only because you seem to think that a torrent of fancy words is a replacement for a thin sliver of logic, and I have seen fit to point out to you that you are not using the terms properly, which often betrays an underlying ignorance of their actual meanings. Since you have been so ardent in your insistence that I don't know what I am talking about, I thought that perhaps a few empirical counter-examples might cause you to see that the situation is actually the converse of what you think it is; but evidently you can't. Oh well.

And finally, a few words about my motivations, although I would have thought I had made them transparently clear by now. I am indeed an atheist, and I suppose my philosophical position lies a little more on the side of materialism than idealism, but I think that nominalist is a little closer to being accurate. I also, Asmodeus, have no problem admitting that there have been, are currently, and will be in the future, people far more intelligent than myself. So once again, your little pop psychology reading fails. The same could be said for your curious attempt to play Nostradamus while mixing in a good dose of the old bar-bouncer's argumentum ad baculum: I don't have any desire to take career advice from someone who has performed odd jobs and menial labour all his life. You say that as an atheist-materialist with a chip on my shoulder, the vast majority of people would not consider me a viable arbiter of truth, reason, etc. Truth, Asmodeus, is not a democratic property. Reason is not something that the vast majority of people possess in copious quantities. I have yet to be "caught" in a single substantial "error" by any credible authority (and Asmodeus, you are not, whatever you yourself might think, a credible authority); I also know that if someone does point out a genuine error to me, I am well capable of admitting it. Like any good chess player, I will surrender if captured. It's just that you, Asmodeus, have picked all the wrong points here! Byrgenwulf 18:47, 4 September 2006 (UTC)

**[Response #21](#_Reddit_Debate_21)**[:](#_Reddit_Debate_21) At first, I wasn't going to respond. But since you're still holding fast to all of your original errors and making new errors to boot, and since your supercilious presentation remains as obnoxious as ever, I've had second thoughts. It also occurs to me that you deserve to have this posted to the newly-purged facade of your talk page. However, for the sake of civility, I'll give you one last last chance to avoid that dire eventuality.

59. The dictionary may have been on your side in some other debate. But in this one, it has left you unceremoniously in the lurch.

60. The M=R Principle (of the CTMU) is based on the facts that (1) perception requires percipients, and (2) perception entails syntactic invariants which distribute over percipients and percepts alike. Your major problems with language are serious enough to have prevented you from absorbing these self-evident facts despite repetitive remedial instruction.

61. Syntax is a priori by definition. Tautologically speaking, it thus constitutes an a priori justification of its own validity.

62. If the contents of human brains had nothing in common with what goes on outside them, then the scientific description, explanation, and prediction of objective reality would be impossible. On the other hand, if they do have something in common, it qualifies as "distributed syntax" with respect to both mind and reality, making them identical within its scope, which is coterminous with spacetime connectivity.

63. In the CTMU, self-deterrminacy *is* free will.

64. The CTMU does indeed provide cogent arguments for its departures from conventional background assumptions, and most of them do indeed involve tautology (as defined in reputable English dictionaries).

65. Langan's use of the term "duality" is exact, not "loose". That is, all examples of duality given by Langan conform to the general mathematical meaning of duality. (This has already been explained in response to your absurd contention that specific kinds of mathematical duality lack a common basis despite their conventional description in terms of the general mathematical concept "duality".)

66. I have explained the logic behind my reasoning at every turn, and it clearly beats your own fancily-worded circumlocutions.

67. You have not produced a single valid counterexample to any assertion made by Langan, or me, regarding the CTMU. All of your attempts to do so have been easily disposed of. No amount of doubletalk can change that.

68. Reducing the human mind to a function of "lumps of warm, wet matter", and human beings to mere "lumps of meat", strongly implies that you are a materialist plain and simple. (Your professed "nominalism" is another matter entirely.)

69. It is a mistake, and an extremely unattractive one at that, to peer down your snout at honest, hard-working people "who perform odd jobs and menial labour all their lives". Every one of them is contributing more to humanity in a single week than somebody like you, a lawyerly, labor-shirking verbal fencer who falls far short of his scholarly pretensions, could hope to match in a lifetime.

70. Although you have now been caught in 69 glaring, substantial errors, you have yet to confess to a single one of them. This strongly implies that you are utterly incapable of admitting fault in any meaningful way. (In fact, a psychologist would call this level of incapacity "pathological".) Your claim to the contrary must therefore be counted as another error, bringing your error count to an impressive seventy (70).

But just to close on a positive note, we do seem to be in agreement on one point: truth is indeed not a democratic property. You might try to remember that the next time it occurs to you to manipulate the democratic processes of Wikipedia to vote down a theory so true, and so far over your head, that you'd be better off kissing the sky than confusedly ranting about it. Asmodeus 17:10, 7 September 2006 (UTC)

*Please report any typos or errors to dylancatlow@comcast.net*